Continuous measurement of water vapor D/H and 18O/16O isotope ratios in the atmosphere
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Summary  The D/H and 18O/16O ratios in atmospheric water vapor provide rich information on the hydrological cycle and gaseous exchange processes between the terrestrial vegetation and the atmosphere. In this paper, we have demonstrated the feasibility to simultaneously measure both D/H and 18O/16O in atmospheric water vapor using a tunable diode laser absorption spectrometer. Our laboratory tests showed that the 1-h precision (one standard deviation) was 1.1% for D/H and 0.07% for 18O/16O at the dewpoint temperature of 15°C. The difference between the laser measurement and cold trap/mass spectrometer analysis was 1.2 ± 6.0% for D/H and 1.1 ± 1.3% for 18O/16O. Our atmospheric measurement captured the rapidly changing isotopic signals in both D/H and 18O/16O. The measured isotope ratios were highly correlated with the water vapor mixing ratio as expected and followed very closely the Global Meteoric Water Line except during two transitional periods when the deuterium excess of atmospheric vapor deviated from the standard value. In addition, we have refined a method to provide independent, timely performance test of the in situ system.
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Introduction
The stable isotopes of water, HDO, H218O, and H216O, are powerful tracers for studies of the hydrologic cycle, ecological processes and paleoclimate (Jouzel et al., 1987; Gat et al., 2003; Clais et al., 1995; Yakir and Sternberg, 2000; Vimeux et al., 2001; Kavamura and Cuffey, 2003; Peng et al., 2004). There is a growing interest in simultaneous measurement of the D/H and 18O/16O ratios of water in the environment. This is because HDO and H218O behave differently in the atmospheric water cycle. For example,
spatial and temporal variations of the two isotopes will result from the difference in the relative importance of the equilibrium and kinetic fractionation effects between HDO and H$_2^{18}$O (Majoube, 1971; Merlivat, 1978; Horita and Wesolowski, 1994; Cappa et al., 2003). In the case of liquid/vapor equilibrium, the equilibrium fractionation effect of D/H is 8.3–9.6 times higher than that of $^{18}$O/$^{16}$O in typical environmental temperature conditions (Majoube, 1971; Horita and Wesolowski, 1994). In comparison, the kinetic fractionation effect of D/H is 0.52 times lower than that of $^{18}$O/$^{16}$O (Cappa et al., 2003). Quantification of both the D/H and $^{18}$O/$^{16}$O ratios in the three phases of water has the potential of providing insights on the atmospheric water cycle that would otherwise be difficult by studying either the D/H or the $^{18}$O/$^{16}$O ratio separately (Craig, 1961; Jouzel, 1986; Gat, 1996; Dawson et al., 1998; Cappa et al., 2003; Peng et al., 2004).

Since the development of stable isotope mass spectrometry, global and local patterns of the D/H and $^{18}$O/$^{16}$O variations in precipitation have been extensively investigated (Craig, 1961; Dansgaard, 1964; Merlivat and Jouzel, 1979). The basic locus line for the liquid phase, $d = 8\delta^{18}$O - 10, known as the Global Meteoric Water Line (GMWL), defines the isotopic relationship of continental precipitation that has not experienced evaporation (Craig, 1961; Dansgaard, 1964; Merlivat and Jouzel, 1979). An earlier paper reported the performance evaluation of a system for in situ measurement of the $^{18}$O/$^{16}$O ratio in atmospheric water vapor (Lee et al., 2005). In this study, we configured the system to measure simultaneously the D/H and $^{18}$O/$^{16}$O isotope ratios. Our first objective was to characterize the accuracy and precision of the measurement of these isotope ratios and determine the suitability of the system for long-term and uninterrupted operation. As discussed above, our work was motivated by the potential of such simultaneous measurement for hydrological and ecological applications. A detailed characterization of system performance is a necessary step before such applications can be achieved.

Our second objective was to improve the overall system performance by modifying the online isotope calibration procedure to reduce nonlinearity problems and reconfiguring the manifold plumbing to eliminate inlet bias due to pressure transient. The problems of nonlinearity and inlet bias were two major factors that limited the system performance (Lee et al., 2005). They must be dealt in the application of the micrometeorological flux-gradient method to measure the flux isotope ratio of evapotranspiration, where it is crucial to attain high precision of the water vapor D/H and $^{18}$O/$^{16}$O isotope ratios (Lee et al., 2007). The lessons learned here may also be useful for other in situ measurement systems.

Our third objective was to refine a method that can be used to provide independent, timely performance test of the in situ system in field conditions. The method, briefly described in Lee et al. (2005), used a dewpoint generator to generate a moist air stream whose D/H and $^{18}$O/$^{16}$O isotope ratios follow the Rayleigh distillation prediction. To date, the majority of water vapor isotope studies have relied on the cold-trap/mass spectrometry methods (Yakir and Wang, 1996; Yakir and Sternberg, 2000; Tsujimura et al., 2007). However, the cold-trap methods are not ideally suited for the purpose of verification of the in situ observation, for three reasons. First, they require significant amount of manual, time consuming operation. Second,
they are prone to measurement errors caused by incomplete trapping efficiencies (Schoch-Fischer et al., 1983). Finally and most importantly, the result is not known until the trapped vapor sample is analyzed by a mass spectrometer, usually housed in a laboratory far away from the field. Such delay makes timely detection of system malfunction very difficult.

**Materials and methods**

**TDL analyzer, sampling and calibration system**

The TDL (tunable diode laser) analyzer used in this study was an upgraded version from the one described by Lee et al. (2005). It used absorption lines for HDO, H$_2^{18}$O and H$_2^{16}$O at wavenumbers of 1501.116, 1501.188 and 1500.546 cm$^{-1}$, respectively. The analyzer scanned these absorption lines in a rapid alternating fashion, providing nearly simultaneous detection of the molar fractions of the three isotopes. The laser’s emission wavenumber depended on its temperature and current. As the temperature of the laser changed, its bias current was automatically adjusted to maintain the correct emission frequency. The laser’s optical power output depended on the bias current, leading to measurement errors due to detector non-linearity. Ideally, each absorption line should have identical effective strength, thereby reducing errors related to the non-linear response of the sample and reference detectors. In reality, this was difficult to achieve. In the present study, the reference cell absorption was 94.3%, 85.8% and 86.5% for H$_2^{16}$O, HDO and H$_2^{18}$O, respectively, at the absorption line center, when zero air was supplied to the sample cell. The reader is reminded that the reference detector sees the line center, when zero air was supplied to the sample cell.

A schematic diagram of the analyzer, sampling and calibration system was shown in Fig. 1. The analyzer was configured with a six-intake manifold, with three air sample intakes and three calibration gas intakes including two calibration streams generated by an in situ calibration device (S1 and S2; see Section 'Calibration procedure'). Flow through the calibration lines was controlled at about 0.3 L min$^{-1}$ by stainless steel precision needle valves and flow in the air intakes was controlled at 0.6–2 L min$^{-1}$ by stainless steel critical orifices. The pressure upstream of the manifold was typically less than 300 hPa, minimizing vapor condensation within the delivery tubing. A subsample (0.2 L min$^{-1}$ STP) was drawn from one of the six intakes into the analyzer’s sample cell. The subsampling arrangement effectively removed the pressure transient during manifold switching, a significant improvement over the system described by Lee et al. (2005). In the following tests, two of the air intakes were blocked. The switching sequence was S1, S2, air, and zero, with 25 s spent on each intake.

The analyzer’s reference cell was supplied with pure water vapor drawn from a reference water reservoir, composed of 5 g D$_2$O, 1 g H$_2^{18}$O and 100 g H$_2^{16}$O. The highly enriched composition of the reference water resulted in roughly the same level of absorption for all three isotopologues considered here. The airflows through the reference and sample cells were drawn to the sample pump. The sample and reference cells operated at a low pressure (typically <10 hPa), reducing the absorption line width to minimize absorption from interfering species. The low operating pressure also increased the turnover of the air in the sample cell because volume flow rate was inversely proportional to pressure, thus reducing the instrument time constant.

**Nonlinearity correction**

One of the major challenges in measuring the vapor isotope ratio lies in instrument nonlinearity. Non-linear errors in the measurement of HDO, H$_2^{18}$O and H$_2^{16}$O could arise from non-linear response in the reference and sample detectors or from the multi-mode output (i.e. emission at undesired frequencies) from the laser. The absorption lines are not strong enough to give a definitive measurement of the laser multimode power, but it was clearly less than 2%. The correction method for nonlinearity is outlined below.

In the TDL software the nonlinearity problem was expressed as

$$w = w_1 + r w_2,$$

where $w$ is the linearized sample detector response, $w_1$ is the raw sample detector response, and $r$ is a nonlinearity coefficient. This correction was applied on each point of the measured transmittance spectrum before it was used to calculate the concentration. The nonlinearity coefficient was tuned using a dew point generator (LI610, Licor Inc., Lincoln, NE, USA) to provide a sample air stream with dew-point of 1, 5, 10, 15, or 20 °C. An optimal value was chosen for $r$ so that the TDL measurement of H$_2$O matched the dew-point generator mixing ratio.

Next, we used the two calibration streams (S1 and S2) with identical isotope ratio but roughly 10% different water mixing ratios, to further optimize the nonlinearity parameter. After all optical parameters of the laser had been tuned, we ran a series of tests with the dripper set to a constant dripping rate. We then used S2 as a standard to calibrate the reading of S1 (see Eq. (3) below). If the analyzer was perfectly linear, the calibrated S1 isotope ratio should be identical to the S2 value. Otherwise, the nonlinearity parameter was not optimized and was adjusted accordingly. The process was repeated until a suitable value of the nonlinearity parameter was found so that the calibrated S1 reading was within 0.5 per mil ($^{18}$O) of the S2 standard over the range of mixing ratio expected for the experimental period.

**Calibration procedure**

A dripping system (henceforth referred to as dripper), consisting of a syringe pump and an evaporating flask (labeled as mixing volume in Fig. 1), was used to generate two calibration standard gases (S1 and S2). The syringe pump delivered liquid water of known isotope ratio ($-104.0_{\text{on}}$ for D/H, and $-14.13_{\text{on}}$ for $^{18}$O/$^{16}$O) at a rate of 1–12 µL min$^{-1}$ into the flask which was also fed with dry air. The dry air flow was controlled and updated every 10 min so that the moist air out of the flask had a water vapor mixing ratio (S2) that was about 5% high than the ambient water vapor mixing ratio. A portion of the moist air was mixed with a small amount of dry air to produce the second calibration stream...
whose mixing ratio was about 5% lower than the ambient mixing ratio. Because evaporation occurred instantly in the evaporating flask, the two calibration streams had isotope ratios that were identical to the liquid water feed (\( C_{104.0}^{/}/C_{14.13}^{/} \)) for D/H and \( C_{14.13}^{/}/C_{16.0}^{/} \) for \(^{18}O/^{16}O \)). Zero calibration was accomplished with a tank of commercial dry grade air fit with a molecular sieve.

The calibration of the ambient vapor measurement was accomplished in two steps. First, let \( x_i \) be the TDL uncalibrated volume H\(_2^{16}O \) mixing ratio for intake \( i \) (\( i = 1, 2, 3, \) or 4 for S1, S2, zero and air, respectively), and \( x_i' \) be the uncalibrated volume mixing ratio of the minor species (HDO or H\(_2^{18}O \)). The vapor molar ratio (D/H or \(^{18}O/^{16}O \)) was given by

\[
R_1 = R_d x_4' - x_2' x_1 - x_3, \quad R_2 = R_d x_4' - x_2' x_4 - x_3. \tag{2}
\]

if S1 was used as the calibration gas, or

\[
R_1 = R_d x_4' - x_2' x_1 - x_3, \quad R_2 = R_d x_2' x_1 - x_3. \tag{3}
\]

if S2 was used for calibration, where \( R_d \) is molar ratio of the dripper water feed. The correction factor \( (x_1 - x_3)/x_3 \) was found to vary by 7% peak-to-peak for HDO and 2% for H\(_2^{18}O \). The molar mixing ratio was converted to the delta notation as

\[
\delta_1 = \left( \frac{R_1}{R_{vsmow}} - 1 \right) \times 1000‰, \tag{4}
\]

and

\[
\delta_2 = \left( \frac{R_2}{R_{vsmow}} - 1 \right) \times 1000‰. \tag{5}
\]

Next, to further reduce the analyzer nonlinearity error, we used a linear interpolation between \( \delta_1 \) and \( \delta_2 \) to find the true ambient isotope ratio.
\[ \delta_v = \delta_1 + \frac{(\delta_2 - \delta_1)}{(x_2 - x_1)} (x_4 - x_1). \] (6)

The system nonlinearity was checked weekly to ensure that the difference between \( \delta_1 \) and \( \delta_2 \) was within the tolerable threshold of 0.5\%\text{\( \delta \)H}. So the correction term (second term on the right of Eq. (6)) could be as large as 0.5\%\text{\( \delta \)H}. For reasons that we do not yet understand, nonlinearity was much less of a problem for HDO.

In mass spectrometer analysis, it is desirable to use multiple isotope standards to correct for the stretching of the delta scale. This was not done here. Instead, our real-time calibration procedure was made at a single isotope ratio and optimized to handle the dynamic and concurrent changes in the absolute abundance (volume mixing ratio) of the individual isotopologues. This is because the analyzer described here was a fundamentally different instrument from a mass spectrometer. The latter requires only a tiny amount of water sample, allowing for a measurement scheme in which the isotopologue signals are always at approximately the same level. In real-time atmospheric measurements, the dynamic change in the mixing ratios is much larger than the stretching of the delta scale. For example, over the course of a few days in November 2006, the mixing ratios varied by a factor of 5 whereas the change in the isotope ratio was less than 200\%\text{\( \delta \)H} for D/H and 30\%\text{\( \delta \)O}, corresponding to only 20% and 3% deviation, respectively, from the calibration stream mixing ratios (see Section ‘Results of the atmospheric measurement’).

Laboratory tests

Tests with a dewpoint generator

The commercially available dewpoint generator (LI610, Lincoln, NE, USA) was a useful tool for the TDL performance evaluation. It served two functions. First, the moist air from the generator, because it followed the Rayleigh prediction, was used to assess the accuracy and precision of the TDL measurement. Second, with the appropriate combination of initial water mass and flow rate, the isotope contents of the moist air varied over a sufficient range, allowing an assessment of the possibility of isotope stretching mentioned above. Here, we did dewpoint tests at dewpoint settings of 15, 12, 8, and 1 °C with 2–3 tests at each dewpoint temperature. Each dewpoint test was run for 24 h, following the procedure described below:

(a) Test preparation: Water in the dewpoint generator reservoir was withdrawn and discarded. The reservoir was then flushed several times with 20 mL of the calibration water whose isotope ratio was identical to that of the dripper water. The reservoir was again emptied. Next, it was filled with 30–35 mL of the calibration water. In the final preparation step, the dewpoint generator was cooled to the set dewpoint temperature for 3–4 h to allow air in the dewpoint internal plumbing to reach full equilibrium with the calibration water.

(b) Test: The dewpoint generator was fed with dry air. Its flow was turned on to a rate of 700 mL min\(^{-1}\) with the start time noted. Of this flow, 570 mL min\(^{-1}\) was delivered to the TDL analyzer via its air intake and the remaining flow was bled to the room. The test was run for 24 h.

(c) End of the test: The dewpoint generator was turned off, with the ending time noted. The water remaining in the reservoir was withdrawn completely with a syringe and its weight was measured. A small portion (2 mL) was archived for later analysis of its isotope content by a mass spectrometer. The amount of water loss during the test depended on the dewpoint setting, typically varying from 4.8 g at 1 °C to 11.5 g at 15 °C over the 24 h period. Similarly, the amount of enrichment also depended on dewpoint temperature and varied from 12\%\text{\( \delta \)H} (D/H) and 2\%\text{\( \delta \)O} (\(^{18}\)O/\(^{16}\)O) at 1 °C to 23\%\text{\( \delta \)H} and 3\%\text{\( \delta \)O} at 15 °C. The mass flow of water vapor from the generator was given by

\[ Q = \frac{(m_0 - m_e)}{(t_e - t_0)}. \] (7)

where \( m_0 \) and \( m_e \) are the initial and final mass of the reservoir water and \( t_0 \) and \( t_e \) are the start and end time of the test.

The molar isotope ratio of the water vapor generated by the dewpoint generator follows the familiar Rayleigh distillation equation

\[ R_v = \frac{R_{0,0}}{x} \left( \frac{m}{m_0} \right)^{1/x-1}, \] (8)

where \( R_v \) is the water vapor isotope of D/H or \(^{18}\)O/\(^{16}\)O, and \( R_{0,0} \) is the initial isotope ratio of the calibration water, and the residual water mass (m) in the reservoir is given by

\[ m = m_0 - Qt. \] (9)

The molar ratio was converted to the \( \delta \)-notation. Since the air in the reservoir headspace was saturated, the fractionation factor \( x \) should equal the equilibrium fractionation factor, given for deuterium by

\[ x = \exp[24844/(t_d + 273)^2 - 76.248/(t_d + 273) + 52.612 \times 10^{-3}], \] (10)

and for oxygen-18 by

\[ x = \exp[1137/(t_d + 273)^2 - 0.4156/(t_d + 273) - 2.0667 \times 10^{-3}] \] (11)

(Majoube, 1971), where \( t_d \) (°C) is the temperature of the water reservoir of the dewpoint generator.

Atmospheric measurement

Our TDL system drew ambient air through one sample intake from the outside of our laboratory in Beijing, China (Fig. 1), and has been operated since the late November in 2006 except for the period of the dewpoint tests mentioned above. The intake inlet filter (Swagelok model B-4F-05, Connecticut Valves and Fittings, Norwalk, Connecticut) and the critical orifice were contained in an enclosure heated to 60 °C, minimizing the possibility of condensation. The TDL signals (uncalibrated mixing ratio) were recorded at 1 Hz by a datalogger (Model CR1000, Campbell Scientific Inc., Logan, UT, USA) and then block-averaged over 25 s intervals for analysis and archiving. The data reported in this study were block-averaged to hourly intervals.
A comparative study was done on day 325, 345, 355, 356 and 359 in 2006 between the TDL system and the traditional cold-trap/mass spectrometry method. Atmospheric water vapor was collected through glass traps immersed in an alcohol/liquid nitrogen solution, using a setup modified according to Helliker et al. (2002). The low temperature of the solution was maintained by periodically adding liquid nitrogen. Each collection lasted 60 min. The weight of the collected vapor sample was within 10% of that expected from the ambient mixing ratio, flow rate, air temperature, and pressure. All liquid samples, including the trapped vapor samples and dewpoint test samples, were analyzed for their isotope ratios by pyrolysis with a continuous flow method on a mass spectrometer (Finnigan Inc., MAT 253). The precision of the analysis (one standard deviation) was ±2‰ for D/H and ±0.3‰ for 18O/16O.

Results and discussion

TDL measurement precision

Fig. 2 gives an example of Allan variance analysis of both the calibrated and uncalibrated isotope ratio time series. Table 1 summarizes the precision of the TDL measurement at four levels of dewpoint temperature. The results are given as one standard deviation of the difference between the measured isotope ratio and the value modeled according to the Rayleigh distillation equation. The precision improved as air became more moist or as averaging intervals increased. At the dewpoint temperature of 1°C, the precision of the D/H and 18O/16O isotope ratios was 11.3‰ and 0.66‰, at 25 s intervals, respectively, and improved to 2.0‰ and 0.12‰, respectively, with hourly averaging. At the dewpoint temperature of 15°C, the precision of the D/H and 18O/16O isotope ratio was 3.2‰ and 0.33‰, respectively, at 25 s intervals, and improved to 1.1‰ and 0.07‰, at hourly intervals, respectively. According to the Allan variance analysis, the precision of the D/H ratio continued to improve as the averaging interval increased beyond 1 h, indicative of a stable performance of the analyzer. The uncalibrated 18O/16O had the smallest standard deviation at an averaging interval of 400 s. After calibration, its precision improved with increasing averaging interval. In the following, the measurement was given at hourly intervals for convenience of presentation. As with 18O/16O, our hourly D/H precision was comparable to the precision of mass spectrometry. In comparison, the 2-min precision of the TDL system is 0.25‰ for 13CO2/12CO2 (Bowling et al., 2003) and 0.26‰ for C18O2/C16O2 (Griffis et al., 2005). Lee et al. (2005) reported an hourly precision of 0.09 per mil for 18O/16O at a dewpoint temperature of 13°C. The measurement precision in the present study was primarily limited by the spectral signal noise. Occasional dripper instability was also a limiting factor.

The precision of the TDL measurement was not obtained at lower water vapor mixing ratio because the dewpoint generator was not able to generate moist air with a dewpoint lower than the freezing point. To gain an appreciation of the precision at low humidity, we note that the ambient water vapor mixing ratios stayed almost constant at 1.5 mmol mol\(^{-1}\) (dewpoint temperature \(\pm 18°C\)) between 4:00 and 9:00 on January 8 in 2006. The 1-h average D/H isotope ratio had a value of \(-243.3\pm5.7\‰\) and the 1-h average 18O/16O isotope ratio had a value of \(-36.73\pm0.44\‰\). The actual instrument precision was likely to be better than the observed standard deviation as some of the variations in the vapor isotope ratios were caused by atmospheric processes.

Comparison with the Rayleigh distillation prediction

Comparisons of the TDL measurement of the water vapor generated by the dewpoint generator with that predicted from the Rayleigh distillation theory were done over the elapsed time at four levels of dewpoint temperature. Two typical examples of the measured and predicted time series were illuminated in Figs. 3 and 4. Fig. 3 represents the first dewpoint test we completed. The test started right after refill of the generator’s reservoir with the calibration water. There was a downward trend in the measured D/H and 18O/16O ratios for about 3 h at the start of the test. This phenomenon was indicative that the airspace within the generator’s internal plumbing did not reach full equilibrium with the reservoir water. In the subsequent tests, the dewpoint generator was cooled to the desired dewpoint temperature for at least 3 h. The agreement was noticeably improved (Fig. 4). In agreement with the Rayleigh distilla-

![Figure 2](image-url) Allan variance analysis of the data collected during the dewpoint test as analyzed in Fig 4.
function prediction, the measured isotope ratios of the water vapor from the dewpoint generator became progressively enriched with D and 18O as time elapsed.

To further characterize the measurement accuracy, we did three additional analyses (Tables 2 and 3). In the first analysis, the first valid hourly TDL observation was compared with the Rayleigh equilibrium calculation. As in Lee et al. (2005), prior to the comparison, a small adjustment was made to the initial D/H and 18O/16O isotope ratios of the liquid water according to Eq. (8) to account for the change between the start of the dewpoint test and the first valid TDL measurement. In some cases where there was evidence that the dewpoint generator did not reach full equilibrium with its reservoir water, the first valid observation was chosen from the hour after the declining trend in the measurement was reversed (e.g. the fourth data point in Fig. 3). Excellent agreement existed between the measured and predicted D/H and 18O/16O isotope ratios at the beginning of the dewpoint test. The difference between the measured and predicted isotope ratios was 1.1 ± 1.9‰ for D/H (mean ± one standard deviation; Table 2) and −0.06 ± 0.13‰ for 18O/16O (Table 3).

In the second analysis, the TDL observation was compared with the hourly equilibrium prediction according to Eq. (8) at the end of dewpoint test. The TDL observations, especially for 18O/16O, became more negative with time than the Rayleigh distillation prediction. The difference for D/H and 18O/16O was −1.2 ± 1.4‰ (Table 2) and −0.39 ± 0.13‰ (Table 3), respectively, and was larger than the differences seen at the beginning of the test. Lee et al. (2005) attributed the larger difference to the contamination of the reservoir water by vapor in the room air.

In the third analysis, we removed the contamination effect by comparing the last hourly TDL observation with the equilibrium calculation according to Eq. (8) with the measured D/H and 18O/16O isotope values of the water sample withdrawn from the dewpoint reservoir after the test had ended. Instead of projecting forward in time, we used Eq. (8) to predict backward the isotope value for the last hour of valid TDL observation. This comparison yielded a bias of 0.7 ± 2.0‰ for the D/H isotope ratio (Table 2) and 0.15 ± 0.22‰ for the 18O/16O isotope ratio (Table 3). The bias of the third comparison decreased by 0.5‰ for D/H and 0.24‰ for 18O/16O relative to the second comparison, but the results were a little more variable. If the data from the first and third analysis were combined, the overall bias was 0.9 ± 1.9‰ for D/H and 0.04 ± 0.20‰ for 18O/16O. These results were consistent with our precision characterization (Table 1). The 18O/16O results were improved over those reported by Lee et al. (2005) for the same type of tests (−0.14 ± 0.44‰). We attribute the improvement to the modified calibration procedure and the new flow configuration that had eliminated the inlet bias associated with the pressure transient during valve switching (Fig. 1).

The two-point calibration procedure (Eq. (6)) was used in the above performance assessment. The performance would degrade if only one calibration stream was used: for this particular analyzer, a one-stream calibration could result in a systematic bias of up to 0.5 per mil in 18O. In comparison, the D/H measurement was less sensitive to the nonlinearity error.

Fig. 5 shows the relationships between the D/H and 18O/16O isotope ratios based on the TDL measurement and the Rayleigh distillation prediction for the two dewpoint tests described in Figs. 3 and 4. The Rayleigh theory predicts the following relationship (Criss, 1999)

\[
\delta \text{D} = (1000 + \delta \text{D}_{\text{i}}) \left( \frac{1000 + \delta \text{H}_{\text{i}}}{1000 + \delta \text{O}_{\text{i}}} \right)^{(1/z_{\text{D}} - 1)/(1/z_{\text{O}} - 1)} - 1000,
\]

where \( \delta \text{D} \) and \( \delta \text{18O} \) are the D/H and 18O/16O ratios of water vapor in the dewpoint generator, and \( \delta \text{D}_{\text{i}} \) and \( \delta \text{18O}_{\text{i}} \) are the initial D/H and 18O/16O ratios of water vapor, and \( z_{\text{D}} \) and \( z_{\text{O}} \) are equal the equilibrium fractionation factor for deuterium and oxygen-18, respectively (Eqs. (10) and (11)). The measured isotope values also followed Rayleigh relationship. A small but systematic bias from the Rayleigh line was evident. The primary reason was that contamination of the vapor in room air appeared to be more severe, in relative terms, for 18O than for D. Indeed, the \( \delta \text{D} \) versus \( \delta \text{18O} \)
plot provides better diagnostic information on the contamination problem than the time series plot (Figs. 3 and 4).

Results of the atmospheric measurement

Table 4 summarizes the results of the TDL measurement of the D/H and $^{18}$O/$^{16}$O isotope ratios and the cold trap/mass spectrometer analysis of water vapor samples. A total of 21 water vapor samples were collected on day 325, 345, 355, 356 and 359 in 2006, spanning a range of $\text{H}_2\text{H}_2$ mixing ratio of 2.4—6.9 mmol mol$^{-1}$. For the comparison, the TDL measurement was averaged to hourly intervals that matched the cold trap collection time. The difference between the TDL measurement and the cold trap method was 1.2 ± 1.4 ($\text{mean} \pm \text{one standard deviation}$) for D/H and $0.7 \pm 2.0$ for $^{18}$O/$^{16}$O (Table 4). The standard deviation was larger than that of the dewpoint tests and was attributed to the difficulties in condensing out all the water vapor in the air stream and errors of the mass spectrometer and TDL system. The linear regression indicated relatively good agreement for both D/H ($y = 1.01x, R^2 = 0.98, n = 21$, $\text{mean} \pm 1 \text{std. dev.}$) for D/H and $0.7 \pm 2.0$ for $^{18}$O/$^{16}$O (Table 4). The standard deviation was larger than that of the dewpoint tests and was attributed to the difficulties in condensing out all the water vapor in the air stream and errors of the mass spectrometer and TDL system. The linear regression indicated relatively good agreement for both D/H ($y = 1.01x, R^2 = 0.98, n = 21$, $\text{mean} \pm 1 \text{std. dev.}$) for D/H and $0.7 \pm 2.0$ for $^{18}$O/$^{16}$O (Table 4). The standard deviation was larger than that of the dewpoint tests and was attributed to the difficulties in condensing out all the water vapor in the air stream and errors of the mass spectrometer and TDL system. The linear regression indicated relatively good agreement for both D/H ($y = 1.01x, R^2 = 0.98, n = 21$, $\text{mean} \pm 1 \text{std. dev.}$) for D/H and $0.7 \pm 2.0$ for $^{18}$O/$^{16}$O (Table 4). The standard deviation was larger than that of the dewpoint tests and was attributed to the difficulties in condensing out all the water vapor in the air stream and errors of the mass spectrometer and TDL system. The linear regression indicated relatively good agreement for both D/H ($y = 1.01x, R^2 = 0.98, n = 21$, $\text{mean} \pm 1 \text{std. dev.}$) for D/H and $0.7 \pm 2.0$ for $^{18}$O/$^{16}$O (Table 4). The standard deviation was larger than that of the dewpoint tests and was attributed to the difficulties in condensing out all the water vapor in the air stream and errors of the mass spectrometer and TDL system. The linear regression indicated relatively good agreement for both D/H ($y = 1.01x, R^2 = 0.98, n = 21$, $\text{mean} \pm 1 \text{std. dev.}$) for D/H and $0.7 \pm 2.0$ for $^{18}$O/$^{16}$O (Table 4). The standard deviation was larger than that of the dewpoint tests and was attributed to the difficulties in condensing out all the water vapor in the air stream and errors of the mass spectrometer and TDL system. The linear regression indicated relatively good agreement for both D/H ($y = 1.01x, R^2 = 0.98, n = 21$, $\text{mean} \pm 1 \text{std. dev.}$) for D/H and $0.7 \pm 2.0$ for $^{18}$O/$^{16}$O (Table 4). The standard deviation was larger than that of the dewpoint tests and was attributed to the difficulties in condensing out all the water vapor in the air stream and errors of the mass spectrometer and TDL system. The linear regression indicated relatively good agreement for both D/H ($y = 1.01x, R^2 = 0.98, n = 21$, $\text{mean} \pm 1 \text{std. dev.}$) for D/H and $0.7 \pm 2.0$ for $^{18}$O/$^{16}$O (Table 4). The standard deviation was larger than that of the dewpoint tests and was attributed to the difficulties in condensing out all the water vapor in the air stream and errors of the mass spectrometer and TDL system. The linear regression indicated relatively good agreement for both D/H ($y = 1.01x, R^2 = 0.98, n = 21$, $\text{mean} \pm 1 \text{std. dev.}$) for D/H and $0.7 \pm 2.0$ for $^{18}$O/$^{16}$O (Table 4). The standard deviation was larger than that of the dewpoint tests and was attributed to the difficulties in condensing out all the water vapor in the air stream and errors of the mass spectrometer and TDL system. The linear regression indicated relatively good agreement for both D/H ($y = 1.01x, R^2 = 0.98, n = 21$,
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Table 4  Comparison of the D/H and $^{18}$O/$^{16}$O isotope ratio of the ambient water vapor by the TDL measurement ($\delta$, ‰) and the mass spectrometry analysis of water vapor samples collected with cold traps ($\delta_{\text{trap}}$, ‰)

<table>
<thead>
<tr>
<th>Day</th>
<th>Time (LST)</th>
<th>$w^{16}$</th>
<th>D/H</th>
<th>$^{18}$O/$^{16}$O</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\delta$</td>
<td>$\delta_{\text{trap}}$</td>
</tr>
<tr>
<td>325</td>
<td>1020–1120</td>
<td>5.6</td>
<td>−136.2</td>
<td>−134.9</td>
</tr>
<tr>
<td></td>
<td>1123–1223</td>
<td>6.0</td>
<td>−129.6</td>
<td>−132.2</td>
</tr>
<tr>
<td></td>
<td>1227–1327</td>
<td>6.4</td>
<td>−126.7</td>
<td>−129.0</td>
</tr>
<tr>
<td></td>
<td>1329–1429</td>
<td>5.7</td>
<td>−137.1</td>
<td>−138.4</td>
</tr>
<tr>
<td></td>
<td>1535–1635</td>
<td>5.5</td>
<td>−142.8</td>
<td>−140.8</td>
</tr>
<tr>
<td></td>
<td>1638–1738</td>
<td>5.5</td>
<td>−140.1</td>
<td>−129.8</td>
</tr>
<tr>
<td>345</td>
<td>1000–1100</td>
<td>3.0</td>
<td>−197.1</td>
<td>−190.7</td>
</tr>
<tr>
<td></td>
<td>1300–1400</td>
<td>3.4</td>
<td>−157.7</td>
<td>−178.1</td>
</tr>
<tr>
<td></td>
<td>1600–1700</td>
<td>3.6</td>
<td>−170.1</td>
<td>−171.3</td>
</tr>
<tr>
<td>355</td>
<td>9000–1000</td>
<td>2.2</td>
<td>−220.0</td>
<td>−219.3</td>
</tr>
<tr>
<td></td>
<td>1100–1200</td>
<td>2.5</td>
<td>−215.8</td>
<td>−213.9</td>
</tr>
<tr>
<td></td>
<td>1300–1400</td>
<td>2.7</td>
<td>−198.9</td>
<td>−204.2</td>
</tr>
<tr>
<td></td>
<td>1500–1600</td>
<td>2.9</td>
<td>−191.7</td>
<td>−194.9</td>
</tr>
<tr>
<td></td>
<td>1700–1800</td>
<td>2.9</td>
<td>−194.9</td>
<td>−199.6</td>
</tr>
<tr>
<td>356</td>
<td>1100–1200</td>
<td>1.9</td>
<td>−255.0</td>
<td>−254.4</td>
</tr>
<tr>
<td></td>
<td>1300–1400</td>
<td>1.9</td>
<td>−252.3</td>
<td>−255.6</td>
</tr>
<tr>
<td></td>
<td>1700–1800</td>
<td>1.8</td>
<td>−241.1</td>
<td>−250.8</td>
</tr>
<tr>
<td></td>
<td>1900–2000</td>
<td>2.2</td>
<td>−219.1</td>
<td>−234.8</td>
</tr>
<tr>
<td>359</td>
<td>1100–1200</td>
<td>3.4</td>
<td>−166.7</td>
<td>−156.2</td>
</tr>
<tr>
<td></td>
<td>1300–1400</td>
<td>3.5</td>
<td>−152.4</td>
<td>−150.6</td>
</tr>
<tr>
<td></td>
<td>1500–1600</td>
<td>3.6</td>
<td>−141.1</td>
<td>−146.7</td>
</tr>
</tbody>
</table>

Mean ± 1 std. dev. 1.2 ± 6.0 1.08 ± 1.30

Here, $w^{16}$ is the H$_2^{16}$O mixing ratio (mmol mol$^{-1}$).

where x is the TDL measurement and y is the cold traps/mass spectrometer analysis and $^{18}$O/$^{16}$O ($y = 1.05x$, $R^2 = 0.95$, n = 21). Lee et al. (2005) also found good agreement between the TDL and mass spectrometer measurements of $^{18}$O/$^{16}$O in water vapor. Their TDL measurements differed from the cold-trap/mass spectrometer technique by −1.77‰, with a standard deviation of 1.75‰, or −0.36‰, with a standard deviation of 1.43‰, after correction to account for the vapor lost during the cold trap collection. The difference between the TDL and the cold trap data was more scattered than the laboratory data (Tables 2 and 3), suggesting a degraded TDL precision in real atmospheric measurements, problems in handling the cold-trap samples, or both.

Figs. 6a and b show the time series of all valid hourly D/H and $^{18}$O/$^{16}$O isotope ratios measured with the TDL system in Beijing from day 322 to day 365 in 2006. For comparison, also shown are the isotope values of the water vapor samples collected with the cold trap method. Over this period, there was considerable variability in the isotope ratios of D/H and $^{18}$O/$^{16}$O. The changes in D/H and $^{18}$O/$^{16}$O were highly correlated with that of the H$_2^{16}$O mixing ratio, especially for the two sharp decreasing trends on day 349 and 361, times of cold front passage. The maximum values of D/H and $^{18}$O/$^{16}$O were −117.6 and −14.78‰, respectively, and the minimum values were −370.3 and −51.72‰, respectively, during the experimental period. Even though the experimental period was rather short, considerable variations occurred, sometimes exceeding 200‰ for D/H and 25‰ for $^{18}$O/$^{16}$O over just a few days. It would be difficult to capture such rapid variations with the cold trap method.

Fig. 7 shows the relationship between the D/H and $^{18}$O/$^{16}$O isotope ratios from both the TDL and the cold trap methods. The GMWL line is also plotted for comparison. Most of the measured vapor values followed the GMWL line closely. However, a small group of data had D/H that was consistently higher than the GMWL line. These “outliers” came from the two periods with a sharp, decreasing humidity trend, as shown in Figs. 6a and b. They were beyond the humidity range over which the TDL was tested against the dewpoint generator, so the validity of the data might be called into question. However, tests over a much wider humidity range in our previous study does not reveal measurement artifacts at a low humidity except that the measurement precision degrades as humidity decreases (Lee et al., 2005). In these transitional periods, deuterium excess appeared to be distinctly different. A detailed examination of deuterium excess at various timescales such as season, weather cycle, rain event and diurnal variation is beyond the scope of this paper and will be investigated in our future work.

Conclusions

In this study, we have demonstrated the feasibility to simultaneously measure both D/H and $^{18}$O/$^{16}$O in atmospheric water vapor using a commercially available tunable diode
laser absorption spectrometer. Our atmospheric measurement agreed reasonably well with the cold trap method. It captured the rapidly changing isotopic signals in both D/H and $^{18}$O/$^{16}$O. The measured isotope ratios were highly correlated with the water vapor mixing ratio as expected (Lee et al., 2006) and followed very closely the GMWL line except during two transitional periods when the deuterium excess of atmospheric vapor appeared to deviate from the standard value.

The system described here was an improved version of that reported by Lee et al. (2005). In addition to the simultaneous detection of both D/H and $^{18}$O/$^{16}$O, improvement was made to the calibration procedure to reduce the nonlinearity problem and to the flow plumbing to remove manifold inlet bias. Our laboratory tests showed that the 1-h precision (one standard deviation) was $1.1\%$ for D/H and $0.07\%$ for $^{18}$O/$^{16}$O at dewpoint temperature $15^\circ C$.

We have refined a method to provide independent, timely performance test of the in situ system. The method used a dewpoint generator to generate a stream of moist air whose isotope ratio follows the Rayleigh distillation prediction. We showed that it can be used to characterize the precision of the TDL system. The procedure established here can be used to check the performance of other types of in situ measurement system in field conditions (e.g., Kerstel et al., 1999; Kuang et al., 2003; Gupta et al., 2005; Griffith et al., 2006).
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