An improved method for determining Brooks–Corey model parameters from horizontal absorption
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A B S T R A C T

Low-cost, simple, rapid and accurate approaches for measuring soil hydraulic properties are of great importance in the application of hydrologic models of the vadose zone. A recently proposed method of constant-saturation absorption (MCSA) for determining Brooks–Corey (BC) model parameters is promising. However, this method has not been tested using experimental data. In this paper, measured soil–water diffusivity or soil–water retention curves (SWRCs) of 20 soil samples were used to test the reliability of MCSA. The results indicate that MCSA consistently estimated soil–water diffusivities by the Bruce and Klute method, but it substantially overestimated air-entry suctions ($h_a$) and thereby soil suction. A new method (MCPA) is proposed herein to overcome the problems associated with MCSA. Using the improved method, estimated SWRCs are consistent with observation. With the estimated soil hydraulic parameters, HYDRUS-1D generated very accurate simulations of the cumulative absorption curves. Compared with direct or other indirect methods, MCPA is more accurate, low-cost, and simple method, and it is especially useful for rapid determination of SWRC for soil–water movement simulations. However, if unsaturated soil–water diffusivity is of greater concern, our results also indicate that MCSA more accurately predicts this quantity and thus should be preferred.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

The vadose zone is critical to controlling the hydrologic cycle and solute transport. Quantitative prediction and assessment of the behaviors of water flow and solute transport in the vadose zone are very important for making appropriate measurements for improving the usage efficiency of water resources and fertilizers and to protect groundwater from contamination. Numerical solutions are successfully and commonly used to simulate water flow and solute transport in unsaturated soils. Soil hydraulic properties (soil–water retention curves or SWRCs, hydraulic conductivity, or water diffusivity) are required inputs for hydrologic simulations. Normally, one of the main difficulties in the application of hydrologic models is the rapid acquisition of accurate soil hydraulic properties at low cost. In the last several decades, direct and indirect methods have been developed to determine those properties (Dane and Puckett, 1992; Durner and Lipsius, 2005; van Genuchten, 1992). Direct methods measure soil hydraulic properties according to their basic definitions, whereas indirect methods estimate them from other soil properties (e.g., soil particle size distribution, soil organic content, or soil–water movement processes) that are readily measured. More details and reviews of these methods are in Shao and Horton (1998) and van Dam et al. (1992). Direct methods are time consuming and expensive, and measurable data ranges are typically limited. Among the indirect methods, pedotransfer functions are localized and appropriate for simulations at large scales rather than at specific sites. Numerical inversion has difficulties such as failure of solution convergence and the uniqueness of estimated parameters (Shao and Horton, 1998). These problems have restricted the practical use of the methods. Thus, simple, rapid, accurate and low-cost methods for determining soil hydraulic model parameters remain scarce and continue to be one of the main topics of soil physical research (Londra and Valiantzas, 2011; Ma et al., 2009; Shao and Horton, 1996, 1998; Valiantzas and Londra, 2008, 2012; Wang et al., 2002, 2004).

Recently, a promising indirect method (Londra and Valiantzas, 2011; Ma et al., 2009; Shao and Horton, 1998; Wang et al., 2002) was proposed based on approximate solutions to the Richards equation (Richards, 1931) with specific soil hydraulic property functions, such as the Brooks–Corey (BC) model (Brooks and Corey, 1964) and the van Genuchten (VG) model (van Genuchten, 1980). The concept of an integral or analytical method was first proposed by Shao and Horton (1998) for estimating VG model parameters, and it was further
developed by Wang et al. (2002) and Ma et al. (2009, 2010) to determine BC model parameters from horizontal absorption. Using the means, VG or BC model parameters can be estimated by simple relation equations of saturated hydraulic conductivity, sorptivity, characteristic length of the wetted zone, and initial, residual and saturated soil moisture contents. These variables are easy to determine by conventional approaches and horizontal absorption experiments. Compared with direct methods and other indirect methods, the analytical method is simple, rapid, and low-cost.

However, some problems remain to be solved for the analytical or horizontal absorption methods. For example, the first-order approximation of the VG model used by Shao and Horton (1998) only applies to the near-saturation range of SWRCs. The assumption of soil matric suction distribution made by Wang et al. (2002) may be valid for moderate-texture soils but not for heavy-texture or light-texture soils. The method proposed by Ma et al. (2009, 2010) extended the applicable texture range of the horizontal absorption approach, but the theory has not been validated by measured SWRCs. Moreover, Wang et al. (2002) and Ma et al. (2009, 2010) tested their methods using only the given soil hydraulic parameters and constant-saturation absorption processes simulated by the HYDRUS-1D software (Simunek et al., 2005). Because effective water saturation does not vary with soil suction when the latter is smaller than air-entry suction in the BC model, the constant-saturation inlet boundary used in the approximate solutions of Wang et al. (2002) and Ma et al. (2009) was different from the one in actual horizontal absorption experiments. Although effective water saturations at both inlet boundaries were equal to one, the water pressure head at the inlet \( h_p \) was equal to the air-entry pressure head \( (−h_d) \) in the solutions of Wang et al. (2002) and Ma et al. (2009), whereas \( h_p \) values were typically near zero in the aforementioned experiments. As a result, the air-entry suction of the BC model may be overestimated in Ma et al. (2009), in which observed horizontal absorption data were used without considering this difference of water pressure heads at the inlet boundaries.

Therefore, the objective of the research was to derive an improved expression for more accurate estimation of air-entry suction. The expression was verified with horizontal absorption experiments for twenty soils, and the estimated soil–water retention curves and soil–water diffusivity curves were compared with the measured values.

2. Theory

The Brooks–Corey model (Brooks and Corey, 1964) describing soil hydraulic properties is the soil–water retention curve

\[
S(h) = \begin{cases} 
\theta - \theta_i & \text{if } h > h_d \\
\theta_r - \theta_i & \text{if } h \leq h_d 
\end{cases}
\]

(1)

and the soil hydraulic conductivity curve

\[
K(h) = \begin{cases} 
K_s \left( \frac{h}{h_d} \right)^{n} & \text{if } h > h_d \\
K_r & \text{if } h \leq h_d 
\end{cases}
\]

(2)

where \( \theta \) is volumetric soil–water content (\( \text{cm}^3 \text{ cm}^{-3} \)), \( \theta_i \) and \( \theta_r \) are residual and saturated water contents (\( \text{cm}^3 \text{ cm}^{-3} \)), respectively, \( S \) is effective water saturation, \( h \) is soil matric suction (\( \text{cm} \)), \( K \) is hydraulic conductivity (\( \text{cm min}^{-1} \)), \( K_r \) is saturated hydraulic conductivity (\( \text{cm min}^{-1} \)), \( n \) is a constant related to the shape of SWRC, and \( m = (1 + n) / 2 \), where \( I \) is the soil pore tortuosity factor, for which \( I = 2 \) is typically used.

Soil–water diffusivity can be obtained from \( S(h) \) and \( K(h) \) by the following relationship.

\[
D(S) = -K \frac{dh}{d\theta} = D_0 S^2,
\]

(3)

where \( D \) is soil–water diffusivity (\( \text{cm}^2 \text{ min}^{-1} \)), \( D_0 \) is soil–water diffusivity at saturation (\( \text{cm}^2 \text{ min}^{-1} \)), and \( L \) is a shape coefficient of the power-function soil–water diffusivity curve.

2.1. Method based on constant-saturation absorption (MCSA)

The method of Ma et al. (2009, 2010) was derived based on an approximate analytical solution to the Richards equation (Richards, 1931) for one-dimensional horizontal absorption into homogeneous soils, with initially uniform moisture contents under constant-saturation boundary conditions. For differentiating from the method below, we call this the method of constant-saturation absorption (MCSA). The complete expressions in MCSA (Ma et al., 2009) for estimating soil hydraulic parameters are.

\[
n = \frac{a}{1−2a},
\]

(4)

\[
h_d = \frac{1 + a}{(1−2a)} \left( 1−S_i^{1+1/a} \right) \frac{s^2}{2K_s(\theta_i−\theta_s)}
\]

(5)

\[
L = \frac{1}{a},
\]

(6)

\[
D_t = \frac{1 + a}{a \left( 1−S_i^{1+1/a} \right)} \left( 2(\theta_s−\theta_i)(\theta_i−\theta_s) \right).
\]

(7)

where \( \theta_i \) is the initial soil–water content (\( \text{cm}^3 \text{ cm}^{-3} \)), \( S_i \) is the initial effective water saturation, \( A \) is the average increase in soil–water content in the wet zone (\( \text{cm}^3 \text{ cm}^{-3} \)) and \( s \) is the sorptivity (\( \text{cm min}^{-0.5} \)), and \( a \) and \( b \) are constants for a specific soil with a specific initial moisture content which can be determined from the formulas below for initially dry soils.

\[
a \approx \frac{\theta_s−\theta_i−A}{\theta_i−\theta_r−A} \quad b = 1−\frac{S_i}{S_t}.
\]

(8)

For determining BC model parameters, apart from the values of \( \theta_i \), \( \theta_r \) and \( h_r \), only a conventional constant water head experiment (for measuring \( K_r \)) and simple horizontal absorption experiment with initially dry soils were required. The parameter \( d \) is defined as the characteristic length of the wetting zone (\( \text{cm min}^{-0.5} \)). \( A \), \( d \) and \( s \) can be obtained by fitting Eqs. (9) and (10) to the observed wetting front advance and cumulative infiltration volume versus time during the horizontal absorption experiments.

\[
x_i = d \cdot t^{0.5},
\]

(9)

\[
l = s \cdot t^{0.5} = A \cdot x_i.
\]

(10)

where \( l \) is cumulative absorption at the water inlet (cm), \( x_i \) is the wetting front advance (cm), \( t \) is infiltration time (min) and \( A = \frac{s}{d} \). Then, \( a \) can be calculated by Eq. (8), and the BC model parameters \( (n, h_d, L \) and \( D_0) \) are subsequently estimated by Eqs. (4) through (7).

2.2. Method based on constant pressure head absorption (MCPS)

As discussed above, for actual horizontal absorption experiments, the saturated inlet boundary typically corresponds to \( h_r \approx 0 \), whereas \( h_p = −h_d \) is used in the derivation of MCSA. Thus, to derive a more accurate expression, it is necessary to estimate \( h_d \) based on the inlet boundary of the aforesaid experiments. In contrast with MCSA, the new expression, called MCPS, was derived based on constant pressure head absorption.
The Buckingham–Darcy law can be expressed as:

\[ J_w = -K(h) \frac{dh}{dx}, \]  

where \( x \) is the distance from the water inlet (cm), and \( J_w \) is soil–water flux (cm min\(^{-1}\)).

Rearranging Eq. (11) and integrating its left side from 0 to \( x_{fi} \) for \( x \) and its right side from \( h_i \) to \( h_f \) for \( h \), we obtain:

\[ \int_0^{x_{fi}} J_w dx = \int_{h_i}^{h_f} Kdh + h_f Ks + \int_{h_i}^{h_f} Kdh. \]  

After substituting Eq. (16) into Eq. (17), comparing Eq. (17) with Eq. (15) yields:

\[ s^2 = 2K_i(\theta - \theta_i) \left( \frac{3n + 2 - S_i^{3+1/n}}{3n + 1} \right) h_d + h_p. \]  

The form of Eq. (18) is the same as in other studies (Haverkamp et al., 1990; Morelsey and Khanji, 1974; Philip, 1958; Stewart et al., 2013; White and Sully, 1987) in which the first term in the second bracket on the right side of the equation was replaced by a variable representing the achievement of “capillary potential.” From Eq. (18), we obtain a new formula to calculate \( h_d \), with \( n \) replaced by \( a \) using the relationship in Eq. (4):

\[ h_d = \frac{1 + a}{2 - a - (1 - 2a)S_i^{1+a}} \left( \frac{s^2}{2}(\theta - \theta_i) - h_p \right). \]  

Table 1

<table>
<thead>
<tr>
<th>ID</th>
<th>Soil</th>
<th>BD</th>
<th>( \theta_s )</th>
<th>( \theta_i )</th>
<th>( K_s )</th>
<th>( s )</th>
<th>( d )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Lizhuang loam</td>
<td>1.4</td>
<td>0.45</td>
<td>0.028</td>
<td>0.019</td>
<td>0.51</td>
<td>1.42</td>
</tr>
<tr>
<td>2</td>
<td>Ansai sandy loam</td>
<td>1.35</td>
<td>0.48</td>
<td>0.019</td>
<td>0.0207</td>
<td>0.51</td>
<td>1.32</td>
</tr>
<tr>
<td>3</td>
<td>Yulin sand</td>
<td>1.7</td>
<td>0.38</td>
<td>0.014</td>
<td>0.0484</td>
<td>0.75</td>
<td>2.54</td>
</tr>
<tr>
<td>4</td>
<td>Suide sandy loam</td>
<td>1.4</td>
<td>0.472</td>
<td>0.018</td>
<td>0.017</td>
<td>0.51</td>
<td>1.29</td>
</tr>
<tr>
<td>5</td>
<td>Shenmu sand (( R_m = 0 ))</td>
<td>1.5</td>
<td>0.42</td>
<td>0.0173</td>
<td>0.0485</td>
<td>1.18</td>
<td>3.69</td>
</tr>
<tr>
<td>6</td>
<td>Shenmu sand (( R_m = 10% ))</td>
<td>1.53</td>
<td>0.408</td>
<td>0.0165</td>
<td>0.0520</td>
<td>1.64</td>
<td>3.40</td>
</tr>
<tr>
<td>7</td>
<td>Shenmu sand (( R_m = 20% ))</td>
<td>1.57</td>
<td>0.395</td>
<td>0.0158</td>
<td>0.0425</td>
<td>0.98</td>
<td>3.20</td>
</tr>
<tr>
<td>8</td>
<td>Shenmu sand (( R_m = 30% ))</td>
<td>1.61</td>
<td>0.382</td>
<td>0.015</td>
<td>0.0392</td>
<td>0.90</td>
<td>3.11</td>
</tr>
<tr>
<td>9</td>
<td>Shenmu sand (( R_m = 40% ))</td>
<td>1.65</td>
<td>0.368</td>
<td>0.0142</td>
<td>0.0455</td>
<td>0.91</td>
<td>3.22</td>
</tr>
<tr>
<td>10</td>
<td>Manawatu sandy loam(^a)</td>
<td>1.3</td>
<td>0.440</td>
<td>0.08</td>
<td>0.0672</td>
<td>1.14</td>
<td>4.69</td>
</tr>
<tr>
<td>11</td>
<td>Hagener sand(^a)</td>
<td>–</td>
<td>0.37</td>
<td>0.054</td>
<td>–</td>
<td>1.49</td>
<td>5.87</td>
</tr>
<tr>
<td>12</td>
<td>Hayden sandy loam(^a)</td>
<td>0.51</td>
<td>0.0146</td>
<td>–</td>
<td>0.78</td>
<td>1.908</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>Manawatu fine sandy loam(^a)</td>
<td>0.36</td>
<td>0.08</td>
<td>–</td>
<td>1.138</td>
<td>4.49</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>Adelanto loam(^a)</td>
<td>0.387</td>
<td>0.038</td>
<td>–</td>
<td>0.333</td>
<td>1.01</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>Edina silt loam(^a)</td>
<td>0.5</td>
<td>0.056</td>
<td>–</td>
<td>0.76</td>
<td>2.0139</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>Nicotol sandy clay loam(^a)</td>
<td>0.364</td>
<td>0.038</td>
<td>–</td>
<td>0.404</td>
<td>1.348</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>Fayette silty clay loam(^a)</td>
<td>0.448</td>
<td>0.048</td>
<td>–</td>
<td>0.337</td>
<td>0.96</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>Pancho sandy clay(^a)</td>
<td>–</td>
<td>0.443</td>
<td>0.048</td>
<td>0.73</td>
<td>2.129</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>Pine silty clay(^a)</td>
<td>0.463</td>
<td>0.005</td>
<td>–</td>
<td>0.294</td>
<td>0.75</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>Yolo clay(^a)</td>
<td>0.49</td>
<td>0.04</td>
<td>–</td>
<td>0.131</td>
<td>0.36</td>
<td></td>
</tr>
</tbody>
</table>

Note: \( R_m \) rock fragment mass content; BD, bulk density; \( \theta_s \), saturated soil–water content; \( \theta_i \), initial soil–water content; \( K_s \), saturated hydraulic conductivity; \( s \), sorptivity; \( d \), the characteristic length of the wetting zone.

\(^a\) Data from Evangelides et al. (2010).

\(^b\) Data from Shao and Horton (1998).
The bulk density and the porosity of the fragments were 1.94 g cm$^{-3}$ (Klute and Dirksen, 1986). For Shenmu sand, the rock fragments were mixed in a single container before packing into the columns (length 20 mm) used were separated from fine earth (<2 mm) by sieving. The bulk density and the porosity of the fragments were 1.94 g cm$^{-3}$ and 0.27 cm$^3$ cm$^{-3}$, respectively. The particle density of the fine earth was 2.59 g cm$^{-3}$. The saturated water content of the fine earth was 0.42 cm$^3$ cm$^{-3}$ at a bulk density of 1.5 g cm$^{-3}$. More details on the properties of stony soils and the preparation of soil samples are in Ma and Shao (2008) and Ma et al. (2010).

Basic properties of the first nine soils were measured and are shown in Table 1. The sampled soils were air-dried and sieved. Particles of <2 mm diameter were used for the experiments. Particle-size was analyzed using the pipette method (Gee and Or, 2002). Saturated water contents were obtained using measured water contents (by mass) at saturation with the soil bulk densities in Table 1. Saturated hydraulic conductivities of soils No. 1–4 (see Table 1) were determined using a constant-head method for soil columns filled with the same bulk densities (Klute and Dirksen, 1986). For Shenmu sand, the rock fragments (10–20 mm) used were separated from fine earth (<2 mm) by sieving. The bulk density and the porosity of the fragments were 1.94 g cm$^{-3}$ and 0.27 cm$^3$ cm$^{-3}$, respectively. The particle density of the fine earth was 2.59 g cm$^{-3}$. The saturated water content of the fine earth was 0.42 cm$^3$ cm$^{-3}$ at a bulk density of 1.5 g cm$^{-3}$. More details on the properties of stony soils and the preparation of soil samples are in Ma and Shao (2008) and Ma et al. (2010).

Traditional horizontal absorption experiments (Bruce and Klute, 1956) (Fig. 1) of with the first nine soils were performed for determining sorptivity (s) and the characteristic length of the wetting zone (d), as well as soil–water diffusivity (D $-$ t). Air-dried soils were each uniformly packed into sectioned Plexiglas columns (length 50 cm and inner diameter 3 cm for Lizhuang soil; length 60 cm and inner diameter 9 cm for Ansai, Yulin and Suide soils) with controlled bulk densities (Table 1). To fill the columns as uniformly as possible and avoid particle segregation, each 10-cm layer of soil was weighed separately before being packed into the columns. Before filling a new layer, the packed soil surface was treated using a brush to avoid soil stratification. For the Shenmu sand, weights of rock fragments and fine earth were calculated according to the total bulk densities in Table 1. Similarly, the rock fragments and fine earth in each 10-cm layer were weighed separately and mixed in a single container before packing into the columns (length 50 cm, inner diameter 11 cm). Water was supplied with a constant pressure head ($h_0 = 0$) by a Marriott bottle. Cumulative absorption and wetting front advance versus time were recorded during the experiments. After the absorption experiments, saturated hydraulic conductivities of Shenmu sandy soils were measured with the same columns, using a constant head method (Klute and Dirksen, 1986).

The soil–water diffusivity curves were calculated from measured soil moisture profiles using the method of Bruce and Klute (1956). These profiles for Ansai, Yulin and Suide soils were measured by a γ radiation attenuation method (Wang et al., 2004) during horizontal absorption. For Lizhuang soil, water contents in the profile were measured by an oven-drying method, by sectioning the soil column into 2.5–cm portions at the end of the absorption experiments. Soil–water diffusivity curves of the five Shenmu sandy soils were not determined because no measured soil moisture profile was available. Observed soil moisture profile data of the last 10 soils were taken from Shao and Horton (1998).

SWRCs of the first nine soils were measured with the setup shown in Fig. 2. Soil matric potential was measured by a tensiometer inserted into the center of a Plexiglas soil box (height 11 cm, inner diameter 14 cm). For obtaining initial soil suction below the maximum range of this tensiometer, soils with a certain water content were prepared by mixing air-dried soils with the corresponding amount of water in a container, which was then covered with plastic film and left overnight for soil–water redistribution. Using the same method as in the horizontal absorption experiments, the prepared soils were uniformly packed into the soil boxes, with the same bulk densities as in Table 1. A tensiometer was inserted during soil filling, with the ceramic head at the center of the box. The total water quantity required for the soils in the box to reach saturation was calculated from the initial and saturated moisture contents as well as the total volume. Wetting curves of the SWRCs were measured by spraying the required water gradually onto the soil surface. After each addition of water, the box was covered and sealed for water redistribution. Soil matric suction was recorded by the tensiometer once the reading no longer varied. The soil box was weighed to calculate the corresponding soil–water content by the water balance approach. Then, the cover was opened for the next water addition and measurement. The process was repeated until the soil reached saturation. In contrast, drying curves of the SWRCs were measured by stepwise evaporation of soil–water in the box. The measurements began just after the wetting processes terminated. First, the cover and bottom of the box were left open for 1 or 2 days to permit evaporation. Then, the box was covered and sealed for several days for water redistribution. Using the same methods as above, soil matric potential and water content were measured when the equilibrium state was reached. The process was repeated until the tensiometer reached its upper limit. SWRC data of the 10th soil were from Shao and Horton (1998).

The experiments and procedures required to determine the BC model parameters are very simple for both MCSA and MCPA. Assuming $\theta_i = 0$ for the convenience of practical applications, apart from $\theta_i$ and $\theta_o$,
only a traditional horizontal absorption experiment (Bruce and Klute, 1956) and a constant head method for measuring \( K_s \) (Klute and Dirksen, 1986) are required. During the absorption process, we only need to record the visually observable water table change in a Marriott bottle and the wetting front advance versus time. The variables \( d \) and \( s \) can be obtained by fitting Eqs. (9) and (10) to the observed wetting front advance and the cumulative infiltration volume versus the square root of infiltration time, respectively. \( A \) is calculated from \( s \) divided by \( d \), and \( a \) is calculated via Eq. (8). Then, the soil–water diffusivity parameters \( L \) and \( D_s \) can be estimated by Eqs. (6) and (7) in MCSA or Eqs. (6) and (20) in MCPA, respectively. The SWRC parameters \( n \) and \( h_d \) are estimated by Eqs. (4) and (5), respectively, in the old method (MCSA), whereas Eqs. (4) and (19) are employed in the improved method (MCPA).

---

**Table 2**

Estimated soil hydraulic properties of the twenty soils.

<table>
<thead>
<tr>
<th>Soil</th>
<th>( L )</th>
<th>( n )</th>
<th>( D_s ) &amp;</th>
<th>( h_d ) &amp;</th>
<th>RMSE(^W)</th>
<th>RMSE(^D)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>cm(^2) min(^{-1})</td>
<td>cm(^{-1})</td>
<td>cm(^3)?</td>
<td>cm(^{-3})?</td>
<td>cm(^2) min(^{-1})</td>
<td>cm(^{-1})</td>
</tr>
<tr>
<td>1</td>
<td>5.8</td>
<td>0.263</td>
<td>4.81</td>
<td>29</td>
<td>0.09</td>
<td>–</td>
</tr>
<tr>
<td>2</td>
<td>5.5</td>
<td>0.284</td>
<td>4.25</td>
<td>25</td>
<td>0.04</td>
<td>0.05</td>
</tr>
<tr>
<td>3</td>
<td>4.2</td>
<td>0.449</td>
<td>10.50</td>
<td>37</td>
<td>0.11</td>
<td>0.08</td>
</tr>
<tr>
<td>4</td>
<td>6.4</td>
<td>0.228</td>
<td>4.42</td>
<td>28</td>
<td>0.06</td>
<td>0.05</td>
</tr>
<tr>
<td>5</td>
<td>4.0</td>
<td>0.499</td>
<td>20.69</td>
<td>89</td>
<td>0.16</td>
<td>0.11</td>
</tr>
<tr>
<td>6</td>
<td>3.7</td>
<td>0.582</td>
<td>16.03</td>
<td>73</td>
<td>0.13</td>
<td>0.07</td>
</tr>
<tr>
<td>7</td>
<td>3.8</td>
<td>0.569</td>
<td>15.34</td>
<td>81</td>
<td>0.13</td>
<td>0.07</td>
</tr>
<tr>
<td>8</td>
<td>3.8</td>
<td>0.549</td>
<td>13.93</td>
<td>75</td>
<td>0.11</td>
<td>0.04</td>
</tr>
<tr>
<td>9</td>
<td>4.2</td>
<td>0.451</td>
<td>16.79</td>
<td>61</td>
<td>0.09</td>
<td>0.04</td>
</tr>
<tr>
<td>10</td>
<td>2.8</td>
<td>1.316</td>
<td>16.74</td>
<td>133</td>
<td>0.17</td>
<td>–</td>
</tr>
<tr>
<td>11</td>
<td>5.0</td>
<td>0.339</td>
<td>58.53</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>12</td>
<td>4.9</td>
<td>0.346</td>
<td>7.13</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>13</td>
<td>12.6</td>
<td>0.095</td>
<td>89.14</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>14</td>
<td>19.1</td>
<td>0.059</td>
<td>8.28</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>15</td>
<td>6.5</td>
<td>0.222</td>
<td>9.96</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>16</td>
<td>12.8</td>
<td>0.092</td>
<td>9.61</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>17</td>
<td>8.2</td>
<td>0.163</td>
<td>2.94</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>18</td>
<td>7.5</td>
<td>0.162</td>
<td>13.16</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>19</td>
<td>21.0</td>
<td>0.053</td>
<td>5.01</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>20</td>
<td>4.7</td>
<td>0.372</td>
<td>0.23</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

Note: \( L \), shape coefficient of power–function soil–water diffusivity curve estimated by Eq. (6); \( n \), shape parameter of SWRC in Brooks–Corey model (1964) estimated by Eq. (4); \( D_s \), soil–water diffusivity at saturation estimated by Eq. (7); \( h_d \), air-entry suction estimated by Eq. (5); RMSE, root mean square error of the estimated soil–water contents compared with the observed SWRCs; the superscripts W and D represent wetting and drying curves, respectively; MCSA, method of constant-saturation absorption; MCPA, method of constant-pressure head absorption.
Because soil–water diffusivity data and SWRC data are not available for all 20 of the soils in Table 1, different soils were used to test different methods. The observed soil–water diffusivity curves of 14 soils (No. 1–4 and 11–20 in Table 1) were used to test the reliability of MCSA and MCPA in determining soil–water diffusivity. The determination coefficient $r^2$, the slope and the offset of linear regression were chosen to evaluate the agreement between the predicted and observed soil–water diffusivity curves. The estimated values of $D_s$ and $L$ are listed in Table 2. The SWRCs of 10 soils (No. 1–10 in Table 1) predicted by the estimated BC model parameters (Table 2) of MCSA and MCPA were tested by comparing the measured wetting and drying curves of the SWRCs, respectively. Root mean square error (RMSE) was used to evaluate the deviation of the estimated SWRCs from the observed SWRCs. In addition, simulations were conducted to further verify MCSA and MCPA.

4. Results and discussion

Apart from $K_s$, $\theta_s$ and $\theta_i$, the estimated BC model parameters depend on $s$ and $d$, which are the only two parameters in Eqs. (4)–(7) and (8). It was necessary to obtain $s$ and $d$ from horizontal absorption experiments. As examples, Fig. 3 shows the observed data of the wetting front advance and the cumulative infiltration versus the square root of infiltration time, as well as the results of fitting Eqs. (9) and (10) to those data for four soils (Lizhuang loam soil, Ansai sandy loam, Yulin sand, and Suide sandy loam). Fig. 3 shows that $r^2$ was greater than 0.99 for all linear regressions, indicating strong linear relationships between $x$ or $l$ and $t^{0.5}$. The slope of the regression line is $d$ for $x$ versus $t^{0.5}$ and $s$ for $l$ versus $t^{0.5}$.

Fig. 4 shows the soil–water diffusivity curves predicted by Eq. (3) with the estimated parameters in Table 2, as well as the measured curves by the Bruce and Klute method for 14 soils. Clearly, MCPA yields lower estimates of soil–water diffusivity than MCSA for all soils. The MCPA-predicted soil–water diffusivities are also lower than most

Fig. 4. Comparison of observed (OBS) soil–water diffusivity curves of 14 soils and those predicted (PRE) by MCSA ($D_{PRE}$ and $D_{OBS}$ are predicted and observed soil–water diffusivity, respectively. $D_s$ is the estimated (by MCSA) soil–water diffusivity at saturation in Table 2. Slope, offset and $r^2$ are slope, intercept and determination coefficient, respectively, of the linear regression between the estimated and observed soil–water diffusivity curves).
measured values, especially in the near-saturated section. In contrast, the curves predicted by MCSA are in good agreement with the measured curves for the 14 test soils. The results for 14 test soils of the linear regression between the soil–water diffusivity curves estimated by MCSA and the observed soil–water diffusivity curves for 14 test soils are also listed in Fig. 4. The results indicate that the minimum $r^2$ is 0.85, and most values of $r^2$ are greater than 0.90. All of the offsets of 14 test soils are less than 15% of the estimated $D_s$. The slopes of only 3 out of 14 soils (Lizhuang loam soil, Hagener sand and Yolo clay) deviate more than 30% from 1. Clearly, few points near saturation on the curves should be responsible for this substantial deviation of slopes from 1. Although there are deviations of predicted from measured values at some points (Fig. 4), especially near saturation, these can be explained. The soil moisture profiles for calculating soil–water diffusivity are composed of discrete measurement points and are thus not sufficiently smooth for direct use in the Bruce and Klute method. Normally, techniques such as manual regulation and numerical smoothing are required to smooth the curves (Klute and Dirksen, 1986), but no standard objective approach is currently available. As a result, smoothed curves may lose the actual shapes of the soil moisture profiles. Maximum errors occur near saturation, because soil–water diffusivity is the most sensitive to soil moisture change with distance in this range. Another possibility is that the actual soil–water diffusivity curves do not exactly obey the power–function (Eq. (3)).

Fig. 5 shows estimated SWRCs by the MCSA and MCPA methods, for comparison with the measured data of 10 soils in the wetting and drying processes. As shown in the Fig. 5, MCSA predicted higher soil moisture contents than MCPA for the same estimated values of $n$, but it yielded higher estimates of $h_d$ (Table 2). Whether for wetting or drying curves, RMSEs of the curves predicted by MCPA are smaller than those of MCSA, except for four soil drying curves (Ansai sandy loam, Suide sandy loam, Shenmu sand ($R_m = 30\%$) and Shenmu sand ($R_m = 40\%$)). For MCPA, eight of the ten predicted SWRCs agree well with the measured ones (Fig. 5). MCPA slightly overestimated the suction

![Fig. 5. Comparison of observed (Wetting: wetting curves; Drying: drying curves) and predicted (by MCSA and MCPA) SWRCs of 10 soils.](image-url)
of the Ansai and Suide soils at low moisture content and underestimated the suction at high moisture content, but the predicted SWRCs are generally consistent with the measured curves. Additionally, it is seen that the SWRCs predicted by MCPA are closer to the wetting curves than the drying curves, because the method was based on horizontal infiltration, which is a wetting process. RMSEs between SWRCs predicted by MCPA and measured wetting curves are smaller than 0.07 cm$^3$ cm$^{-3}$ and even 0.04 cm$^3$ cm$^{-3}$ for most test soils, which are also smaller than those between the predicted SWRCs and the measured drying curves (Table 2). Therefore, the estimated SWRCs are sensitive enough to hysteresis effects, which implies that the estimate errors of SWRCs by MCPA are smaller than or at most comparable to those induced by the hysteresis effect. Because the hysteresis effect of a SWRC is usually neglected in soil–water movement simulations and because commonly-used SWRC data are measured in the drying process, soil–water movement simulations by MCPA are expected to be not worse when using the estimated soil hydraulic properties.

Because the MCSA and MCPA methods were derived based on approximations of horizontal soil–water infiltration processes, it is necessary to test whether soil hydraulic properties predicted by these methods can be used for accurate simulations of soil–water movement processes using numerical solutions. Fig. 6 shows comparisons between measured and simulated horizontal one-dimensional cumulative absorptions of soils No. 1–9 in Table 2 using the HYDRUS-1D software (Šimůnek et al., 2005) with soil hydraulic parameters estimated by MCSA and MCPA. Fig. 6 shows the relationship between the cumulative absorption curves simulated by HYDRUS-1D and the parameters estimated by MCPA; the observed curves follow the 1:1 line closely. However, HYDRUS-1D with the MCSA-estimated parameters greatly overestimated the cumulative absorption volume. The average relative error of the simulated cumulative absorption by HYDRUS-1D reached 82% when MCSA was used to estimate the BC model parameters.

In Ma et al. (2009), the MCSA method was tested only by numerical absorption experiments with constant-saturation boundary conditions, which is equivalent to exerting a negative pressure head of $-h_0$ on the inlet boundary. When strict experimental conditions are satisfied, MCSA can also produce accurate estimations, as revealed in Ma et al. (2009). Unfortunately, it is difficult to conduct such experiments under the condition of $h_0 = -h_s$, because $h_s$ is one of the parameters to be estimated. In addition, $h_s$ is very near zero in most actual horizontal absorption experiments. This is the reason why soil suction or moisture contents were overestimated when the experimental data were used instead of the numerically simulated infiltration data. In the MCPA method, inlet boundary conditions ($h_0 = 0$) closer to the normal horizontal absorption experiments were considered. Clearly, this change in inlet boundary conditions greatly improved the accuracy of SWRCs estimated from experimental data. Thus, MCPA is more accurate in practice than MCSA for estimating SWRCs.

Considering the inherent problem in the BC model, it is not surprising that MCSA or MCPA only succeeded in estimating one of either soil–water diffusivity or SWRC but failed to accurately estimate both of them. In the BC model, unsaturated soil hydraulic conductivity and soil–water diffusivity are deduced from the SWRC based on capillary theory (Burdine, 1953). The theoretical adequacy of assumptions behind the capillary theory is not strong enough to guarantee the practical usability of the BC model (Vogel and Císlírova, 1988), which implies that it is difficult to simultaneously obtain accurate soil hydraulic properties (i.e., SWRC, unsaturated hydraulic conductivity and soil–water diffusivity) by the BC model in some cases. Thus, it is possible that the type of soil hydraulic properties used when solving Richards equation determines which type of soil hydraulic properties the approximate solution is more sensitive to. The approximate solution to Richards equation in MCSA was obtained by using soil–water diffusivity (Ma et al., 2009), which is similar to that in the Bruce and Klute method (Bruce and Klute, 1956). In MCPA, Richards equation was solved by using SWRC. Therefore, apart from the inlet boundary problem aforementioned, the types of soil hydraulic properties used in approximate solutions make MCSA more appropriate for determining soil–water diffusivity and make MCPA more accurate for estimating SWRC.

Measurement errors are inevitable during experiments. Compared with other properties, it is easy to make accurate measurements of $\theta_s$ and $\theta_i$. Errors mainly come from estimated or measured $\theta_i$, $A$ and $K_\phi$. In Ma et al. (2009), sensitivity of the estimated BC model parameters to $\theta_i$ and $A$ was discussed. The estimated $n$ and $h_s$ were very sensitive to $A$, the error in which was mainly induced by inaccurate measurement of water volume change in the water room at the water inlet, so cumulative infiltration was not well corrected. An approach used in the present research to overcome this problem was to attribute the nonzero intercept of linear regression ($I$ versus $x_i$) to inappropriate correction of cumulative absorption by the water volume in the water room (Fig. 1).

As shown in Ma et al. (2009), $n$ and $h_s$ were not sensitive to $\theta_i$, because the latter normally varies within a very narrow range. Although satisfactory determination of $\theta_i$ may improve the estimations of BC model parameters, such improvements would be limited, especially for coarse-textured soils. It is customary to take soil moisture content at a pressure of $-1500$ kPa as an estimate or the upper bound of real $\theta_i$ (van Genuchten, 1980), but measurement requires expensive apparatus and is time-consuming. An alternative approach is to use pedotransfer functions to estimate $\theta_i$ from other soil properties (e.g., soil texture, bulk density, and organic matter content) (Gupta and Larson, 1979; Rajkai et al., 2004; Rawls and Brakensiek, 1982; Saxton and Rawls, 2006). A limitation of using such a function is that it usually only applies to a specific region or soil type (Wosten et al., 2001). Thus, using a specific pedotransfer function for a region may achieve a better estimate of $\theta_i$. In this research, we adopted the simplest method, assuming $\theta_i$ equal to zero, for the convenience of practical applications. The results indicate that the improved method of MCPA still estimated soil hydraulic properties that were consistent with those observed.

From Eq. (19), it was found that the estimated $h_s$ increases linearly with $h_p$. However, in practice, knowing the accurate water pressure head at the inlet is not difficult. It is impossible that an error of only one or two centimeters for the water pressure head produces large errors. The maximum estimated error of $h_s$ may originate from the measurement of $K_w$, which is inversely proportional to $h_s$ as shown by Eq. (19). $K_w$ is one of the soil properties with strong in situ variations (van der Keur and Iversen, 2006). Variation of one order of magnitude is normal for $K_w$ between different locations in one field. For disturbed soils, the variation of $K_w$ may be less than that in situ, but it is also
possible that soil columns were not packed very uniformly. The best method is to determine Ks using the same column as the absorption experiment, which we did for the Shenmu sandy soils. This may be the reason why MCPA predicted the SWRCs of Shenmu sandy soils more accurately than those of the first four soils (Fig. 5).

5. Conclusions

Using simple apparatuses and few measurements to make rapid and accurate estimations of soil hydraulic properties is one of the main objectives for soil physicists and hydrologists. Indirect or inverse methods based on approximate solutions to simple soil–water movement processes represent a promising research direction. An approximate solution to constant-saturation absorption and an approach (MCSA) based on it were proposed by Ma et al. (2009) to estimate Brooks–Corey hydraulic model parameters from horizontal absorption experiments. In this work, absorption experiments and measured soil hydraulic properties for 20 soil samples were used to test the method. The results indicate that MCSA-predicted unsaturated soil–water diffusivity curves are in good agreement with those measured by the Bruce and Klute method, but MCSA overestimated soil suctions or soil moisture contents for all test soils. A new method (MCPA) was developed to improve estimation of the SWRCs. With MCPA, the overestimation of air-entry suction in MCSA was overcome and SWRCs more consistent with measured curves were obtained. Using the SWRCs estimated by MCPA, cumulative infiltration curves simulated by HYDRUS-1D are in strong agreement with observed curves. However, for the possible inherent problem in the BC model, MCSA underestimated soil–water diffusivity. Thus, MCSA is suggested if unsaturated soil–water diffusivity curves are required, whereas MCPA is better if SWRCs are of greater concern.
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