Supplemental sampling for digital soil mapping based on prediction uncertainty from both the feature domain and the spatial domain
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A B S T R A C T
This paper presents an uncertainty-directed sampling method that can be used to design additional samples for soil mapping. The method is based on uncertainty from both the feature domain (the domain of relationships with environmental covariates) and the spatial domain (the domain of spatial autocorrelation). Existing soil samples are also taken into account. The method comprises three steps: 1) the selection of a ranked list of additional sample locations based on uncertainty from the feature domain using individual predictive soil mapping (IPSM); 2) the selection of a ranked list of additional sample locations based on uncertainty from the spatial domain using ordinary kriging; 3) the determination of a final ranked list created by merging the ranked lists from steps 1) and 2) based on both uncertainties. To evaluate the method, the three lists were used to map soil organic matter (SOM) in a 299.14 km² study area near Fuyang city in the northwest region of Zhejiang Province, China. The mapping accuracy of each list was then calculated and used to assess the effectiveness of the method. Compared with the sampling scheme based on the uncertainty from either the feature domain or the spatial domain alone, the root-mean-squared error (RMSE), with the addition of the final list based on both uncertainties, was found to be the smallest, ranging from 0.829 to 1.126, and the agreement coefficient (AC) was the largest, ranging from 0.634 to 0.737. This confirms that sampling based on two uncertainties is better than sampling based on uncertainty from either the feature domain or the spatial domain alone. The results suggest that the proposed combined additional sampling method is more effective for sampling additional points in soil mapping.

© 2016 Published by Elsevier B.V.

1. Introduction

Soil-property maps provide important information for land resource management, environmental and ecological modeling and precision agriculture. To meet the increasing demand for accurate and reliable maps, research on digital soil mapping (DSM) began to appear in the literature in the early 1990s (McKenzie and Austin, 1993; Moore et al., 1993; Zhu and Band, 1994; Gessler et al., 1995; Zhu et al., 1997; Moran and Bui, 2002; McBratney et al., 2003; Mueller and Pierce, 2003). This research has made it clear that the first step in generating digital soil data is to take full advantage of the large quantity of existing soil samples collected in the course of traditional soil or land resource surveys (Arrouays et al., 2014).

However, traditional methods of surveying soil are generally empirical and based on the experiences of the surveyor, who may correlate soil with the underlying geology, landscape, vegetation and so on. This may lead to bias in the areas being sampled (Carré et al., 2007). In addition, the soil in a given area has often been sampled at different times and for various purposes, with some areas being relatively over or undersampled. Without following any conventional sampling designs (e.g. stratified random sampling, regular sampling), the collected samples do not provide a good spatial coverage of the study area (Webster and Oliver, 1990; Zhang et al., 2016). In spite of this, these existing samples are important resources for DSM. When additional sampling resources are available, one might want to acquire new samples to improve mapping accuracy, but it is beneficial to include previously acquired samples into the design process.
(Arrouays et al., 2014). In this case, designing a reliable sampling scheme to determine where new samples should be taken from presents a challenging problem.

Recently, uncertainty-directed sampling has drawn a great deal of attention (Van Groenigen et al., 1999; Zhu et al., 2015; Zhang et al., 2016). This method is based on uncertainty from both the feature domain (the domain of relationships with environmental covariates) and uncertainty from the spatial domain (domain of spatial autocorrelation).

Uncertainty-directed sampling in the feature domain is based on a method called individual predictive soil mapping (iPSM), which was first proposed by Zhu et al. (2015) to predict soil organic matter (SOM) using limited samples and to quantify the prediction uncertainty. It was then used to improve the additional sampling design of SOM at the county scale (Zhang et al., 2016). The iPSM method assumes that locations with similar environmental conditions have similar soil properties (Hudson, 1992; Mallavan et al., 2010). Therefore, each soil sample point can individually serve as a surrogate, representing locations with similar environmental conditions, and thus can be used to predict the soil conditions for these locations. The prediction uncertainty is inversely related to the similarity to the existing soil samples. If the prediction uncertainty is high, the similarity in environmental conditions between the unvisited location and the existing sample points is low, and the existing soil sample points poorly represent the current location. Additional candidate samples should be located in a region where the prediction uncertainty is high.

Uncertainty-directed sampling in the spatial domain is largely based on geostatistical methods that draw samples by specifying a covariance-based criterion (McBratney and Webster, 1981; Haining, 2003; Simbahan and Dobermann, 2006; Zhu and Stein, 2006; Delmelle and Govaerts, 2009). The uncertainty of a prediction is determined by the kriging model. Kriging variance can be minimized by configuring the sampling location of the observed data, rearranging the sampling scheme or adding new samples to improve the kriging estimation. For example, Van Groenigen optimized the sampling scheme by minimizing the mean kriging variance (AKV) or maximum kriging variance (MaxKV) using spatial-simulated annealing (SSA) (Van Groenigen and Stein, 1998; Van Groenigen et al., 1999; Van Groenigen, 2000). Zhu and Stein (2006) designed a sampling method for spatial prediction when the covariance parameters have to be estimated from the same data. They incorporated the parameter uncertainty of the semivariogram into a design criterion to represent the uncertainty in prediction and used a simulated annealing algorithm to search for the optimal design. Juang et al. (2008) proposed an adaptive cluster sampling approach based on the regulation threshold and kriging variance to improve reliability in a delineation of a heavy-metal contaminant.

The limitation of recent efforts on uncertainty-directed sampling is that these sampling strategies can only cover one domain, either the feature domain or the spatial domain; few can cover both (Brus and Heuvelink, 2007). There is an urgent need to develop uncertainty-directed sampling that can combine the uncertainty information from both the feature domain and the spatial domain.

This paper proposes a sampling method that can integrate the prediction uncertainty from both the spatial domain and the feature domain. Section 2 introduces the basic idea and procedure of the method. The method is then illustrated in a case study on additional sampling of SOM for digital soil mapping. This is followed by an assessment of the proposed method and a discussion of the results.

2. Methodology

2.1. Basic concept

The basic concept of the sampling design is to use the uncertainty information from both the feature domain and the spatial domain to select additional soil sample locations. The uncertainties from these two domains are incompatible. We obtain this “combination” in two major steps: 1) selecting a sample location based on each of the uncertainties and ranking the sample locations based on the reduction in uncertainty for each location in the respective domains; 2) selecting the final sample by merging the two ranked lists of sample locations based on the sample’s relative ranking in its own respective list (Fig. 1).

2.2. Generation of additional samples based on the uncertainty from the feature domain

2.2.1. Production of the uncertainty

The iPSM method developed by Zhu et al. (2015) was introduced to generate the uncertainty distribution map from the feature domain. The key idea is that each field sample reflects an underlying relationship between soil and its relative environmental conditions and that this relationship recurs across the space. It is assumed that locations with similar environmental conditions will have similar soil properties. Therefore, each sample can be considered representative of locations with similar environmental conditions. The level of similarity between an individual sample location and an unsampled location can be approximated by the similarity in environmental covariates. The soil property value at an unsampled location can be predicted by referring to environmentally similar samples, and the uncertainty associated with this prediction at this location can be quantified by assessing the environmental similarities. A more detailed discussion of this method is beyond the scope of this paper. Interested readers can refer to Zhu et al. (2015) for more details. The SoLIM software (http://solim.geographic.wisc.edu/software) was used to infer the prediction map of SOM and the uncertainty distribution map.

It is possible that there are locations with little similarity to any of the existing samples. In this case, it would be better to assign a NO-DATA value to these points so that users of the predicted property map are better informed. To do this, a user-defined uncertainty threshold needs to be set, and a NO-DATA value will be assigned to the locations whose uncertainty values exceed this threshold. The choice of uncertainty threshold depends on the user’s tolerance regarding the reliability of existing soil samples to represent unvisited locations. A small
value for the uncertainty threshold means that the existing soil samples are used to predict only unvisited locations with very similar environmental conditions (Zhu et al., 2015). Besides, the iPSM method has the advantage of controlling the quality of the prediction through its uncertainty threshold (Zhu et al., 2015). In the present study, the uncertainty threshold is set to 0.3, which is selected based on the trade-off between prediction accuracy and the areas that can be predicted using the existing soil samples.

2.2.2. Generation of additional samples

To select locations for additional samples, we adopted the method proposed by Zhang et al. (2016). Based on the generated uncertainty distribution map, the areas with higher prediction uncertainty (uncertainty value over a prescribed value, >0.3 in the present study) were determined. A fuzzy c-means (FCM) cluster was then performed on the environmental covariates, corresponding to areas with prediction uncertainty >0.3, to generate clusters with similar environmental conditions. Environmental data layers were preprocessed before FCM clustering to remove outliers and to standardize the ranges of each data layer. The standardized environmental data layers were then analyzed with the FCM algorithm to assign a pixel to the appropriate classes based on the minimization of the generalized least-squared error function of each pixel. Several types of cluster validity functions are usually calculated on each fuzzy membership matrix produced by fuzzy c-means since the local minima of generalized least-squared error functions are not consistent with the visually acceptable clustering patterns of the data. For the present study, the fuzziness performance index (FPI) (Odeh et al., 1992; Boydell and McBratney, 1999) and normalized classification entropy (NCE) (Bezdek, 1981) were used to determine the optimal number of clusters. FPI is a measure of the degree of separation (i.e., fuzziness) between fuzzy c-partitions of the fuzzy membership matrix. Values of FPI may range from 0 to 1. Values approaching 0 indicate distinct classes with little membership sharing while values near 1 indicate no distinct class, with a large degree of membership sharing. The NCE models the amount of disorganization of a fuzzy c-partition of the fuzzy membership matrix (Odeh et al., 1992; Lark and Stafford, 1997). The optimal number of clusters for each computed index is when the index is at the minimum, representing the least amount of membership sharing (FPI) and the greatest amount of organization (NCE) as a result of the clustering process (Fridgen et al., 2004).

Once the optimal number of clusters has been determined, the raster number of each cluster can be calculated by assigning the fuzzy membership threshold. The curve of probability density distribution of the cluster with the largest raster number can then be obtained using kernel density estimation (KDE) (Zhang et al., 2016). KDE is a non-parametric way to estimate the probability density function of a random variable. It spreads the mass of observations around the observed value, and the amount of spreading is governed by a function called the kernel. There are several kernels available. Here, we use the Gaussian kernel (Silverman, 1986). The choice of the bandwidth is the most important issue in implementing a kernel density estimator. Narrow kernels allow nearby observations to have the greatest influence on the density observations, and wide kernels allow more influence on distant observations (Seaman and Powell, 1996). The rule of thumb proposed by Silverman (1986) was used to determine bandwidth for this study.

The peak values in the probability density distribution curve correspond to the specific uncertainty values that show up most frequently in the cluster. Its corresponding raster locations are typical and can represent the cluster well, thus they can be taken as the candidate sampling locations. Among these locations, the first sampling point with

<table>
<thead>
<tr>
<th>Variable</th>
<th>Source, description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elevation</td>
<td>Digital relief map</td>
</tr>
<tr>
<td>Slope</td>
<td>From DEMs by first order finite difference</td>
</tr>
<tr>
<td>Plan curvature</td>
<td>Curvature of contour drawn through the grid point</td>
</tr>
<tr>
<td>Profile curvature</td>
<td>Curvature of the surface in the direction of steepest descent</td>
</tr>
<tr>
<td>TWI</td>
<td>See description in the text</td>
</tr>
</tbody>
</table>

Fig. 2. Study area and spatial distribution of training and validation sample points.
convenient accessibility is selected. The first sampling point is then added to the existing sample set to generate the uncertainty to help design the next new sampling location. In this manner, additional sampling locations can be obtained, providing the ranked list of additional sampling locations based on the uncertainty in the feature domain.

Fig. 3. Spatial distribution maps of selected environmental variables.
2.3. Generation of additional samples based on uncertainty from the spatial domain

2.3.1. Production of the uncertainty

Geostatistics were used to generate the uncertainty distribution map from the spatial domain. Geostatistics, in the form of semivariogram and kriging, have been widely used to model spatial continuity and variability of soil properties in terms of the rate of change of regionalized variables (Webster and Burgess, 1980, 1984; Burgess and Webster, 1980; Webster, 1985; McBratney and Webster, 1986). In this study, ordinary kriging was used to generate a prediction uncertainty distribution map of target soil properties, that is, a map of kriging variance of SOM.

When sampling is irregular, a map of prediction variances may indicate that there are parts of a region where sampling should be increased to improve the estimates (Oliver, 2010). This means moving each sample point randomly in turn. Perturbations that improve the objective function are always accepted, whereas those that make it worse are accepted or rejected at random, with the probability of acceptance depending on a function called the Metropolis criterion. If $S_{i+1}$ is accepted, it serves as a starting point for the next change, $S_{i+2}$, and the process continues in a similar way (Aarts and Korst, 1989).

2.3.2. Generation of supplemental samples

The only factors influencing the kriging variance are the variogram, the number of observations and the locations of the prediction point. This means that it is possible to calculate the kriging variance before actual sampling takes place, provided the variogram is known or can be assumed. This feature is used to optimize spatial sampling schemes for minimal kriging variance. The optimization technique that was used here is spatial simulated annealing (SSA), as developed by Van Groenigen et al. (1999).

SSA is a method of numerical optimization to find the values of a set of parameters of an objective function, $\phi$, and then optimize (minimize or maximize) that function. The parameters could be the coordinates of a set of sample points, and the objective function could be the mean prediction variance evaluated over a fine network of points in the sample area. SSA proceeds by random perturbation of an initial set of parameter values. This means moving each sample point randomly in turn. Perturbations that improve the objective function are all accepted, whereas those that make it worse are accepted or rejected at random, with the probability of acceptance depending on a function called the Metropolis criterion, which simulates the statistical mechanics of atoms in a molten metal. Thus, if the proposed change in the system results in a change in the objective function from $\phi(S_i)$ to $\phi(S_{i+1})$, then the probability of acceptance of the change is

$$P_k(S_i \rightarrow S_{i+1}) = \begin{cases} 1 & \text{if } \phi(S_i) \leq \phi(S_{i+1}) \\ \exp \left( \frac{\phi(S_i) - \phi(S_{i+1})}{k} \right) & \text{if } \phi(S_i) > \phi(S_{i+1}) \end{cases}, \quad (1)$$

where $k$ is a parameter analogous to the temperature of the metal; reducing $k$ is therefore a “cooling” step. $k$ is reduced as optimization progresses. If $S_{i+1}$ is accepted, it serves as a starting point for the next change, $S_{i+2}$, and the process continues in a similar way (Aarts and Korst, 1989).

The particular advantage of SSA as a method of optimization is that the Metropolis criterion allows the system in effect to jump over a barrier that could trap it at a solution that is only locally optimal. This could not be achieved in a procedure in which any change that makes the objective function worse is rejected. SSA is suitable for completing irregularly scattered, existing data sets, making full use of the existing observation, and it can handle a variety of quantitative optimization criteria. In this paper, we will focus on minimization of the mean kriging variance, and the aim of the optimization criterion is the minimization of the integral of the kriging variance over the study area:

$$\hat{\phi}_\text{ok}(S) = \int \sigma^2_{\text{ok}}(x_0|S) \cdot dx_0 \quad (2)$$

In most studies, the kriging predictions are calculated on the nodes of a raster grid. Hence, SSA discretizes the area for evaluation of Eq. (2). The objective function can then be defined as the mean of kriging variances calculated at the nodes of a fine raster grid:

$$\hat{\phi}_{\text{ok}}(S) = \frac{1}{n_e} \sum_{j=1}^{n_e} \sigma^2_{\text{ok}}(x_j|S), \quad (3)$$

where $x_{ej}$ denotes the $j$th raster node, and $n_e$ is the number of raster nodes (Sacks and Schiller, 1988; Christakos and Olea, 1992; Van Groenigen et al., 1999).

The steps of the optimization algorithm can be described as follows:

1. A sampling scheme $S_0 \in S^0$ is defined, consisting of a subscheme $S_0 \in S^0$ with existing observations, and a randomly drawn subscheme $S_0 \in S^0$ that consists of the additional sampling points that should be optimized.
2. The area is discretized and the raster is chosen, yielding $n_e$ raster nodes.
3. Kriging variances for all raster nodes are calculated, and the mean kriging variance $\hat{\phi}_{\text{ok}}(S_0)$ is calculated using Eq. (2).
4. An observation point from the subscheme $S_0$ is perturbed at random, yielding scheme $S_1$, and the new mean kriging variance $\hat{\phi}_{\text{ok}}(S_1)$ is calculated. $S_1$ is accepted as a basis for further optimization depending on the Metropolis criterion.
5. The process proceeds at point $v$, with $S_1$ replacing $S_0$ if it was accepted. At a fixed temperature, steps (4) and (5) are repeated until all the observation points are perturbed in turn. Temperature is reduced gradually, and steps (5) and (6) are repeated.

SSA uses a cooling schedule proposed by Kirkpatrick et al. (1983). The initial temperature of the system, $kI$, is chosen so that the

Fig. 4. Distribution map of SOM (left) and prediction uncertainty (right) based on the individual predictive soil mapping (iPSM) method with uncertainty threshold equal to 0.3.
2.4. Generation of the final set of additional samples

The main task of additional sampling in the present paper is to generate additional samples that are representative in both feature and spatial domains. We can achieve this by extracting sample locations from the additional sample locations obtained using the two methods above and forming the final set of sample locations.

For the iPSM method, after the first additional sampling point is generated that has the highest representativeness level, it is added to the existing sample points to generate the uncertainty to help design the second new sampling point. The process continues until the uncertainty is lower than the predefined uncertainty value. In this manner, the selected sample locations are ranked according to their reduction in uncertainty in the feature domain, which provides one ranked list.

For the SSA method, the optimization of the total sampling scheme consists of a fixed subscheme with existing observations and a variable, randomly drawn subscheme, which consists of the additional sampling points that should be optimized. A single transformation from $S_i$ to $S_{i+1}$ is achieved by a random perturbation of the coordinates of one of the additional sampling points from the variable subscheme. Each additional sampling point from the variable subscheme is perturbed in turn, and the changes of mean kriging variance are accepted or rejected according to the Metropolis criterion. So, after the additional sampling scheme has been optimized, we can generate the ranked list from the optimized additional sampling points based on the reduction in the mean kriging variance. The optimized additional points that decrease the mean kriging variance mostly have the highest priority and are ranked the highest in the list. In this manner, the selected sample locations are ranked according to their reduction of the mean kriging variance in the spatial domain, which provides another ranked list.

The final set of locations is generated by combining the highest ranked locations from the above two lists such that the sampling points alternate between those based on uncertainty from the feature domain and those based on uncertainty from the spatial domain. For reason of comparison, we keep the number of sample locations in all three lists the same. This means that the final list contains the locations from the first half of the two lists. The generated set of sample locations is believed to be more effective for soil mapping because it better represents both feature and space domains.

2.5. Mapping and validation

The effectiveness of the method proposed in this study was evaluated by mapping soil organic matter (SOM). Soil mapping by iPSM and ordinary kriging were used to generate the distribution maps of SOM and the prediction uncertainty. Independent samples, which were randomly selected, were used to validate the accuracies of the generated soil maps. Root-mean-square error (RMSE) and the agreement coefficient (AC) between measured and predicted SOM (Willmott, 1984) were used as indices of success.

RMSE and AC can be calculated using the following formulas:

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} [Z(x_i) - \hat{Z}(x_i)]^2}
\]

(4)

\[
AC = 1 - \frac{n \times RMSE^2}{PE}
\]

(5)

Table 2

<table>
<thead>
<tr>
<th>Variable</th>
<th>Original range</th>
<th>Range after removing outliers</th>
<th>Range after standardization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elevation</td>
<td>27–702</td>
<td>30–700</td>
<td>0–100</td>
</tr>
<tr>
<td>Slope</td>
<td>0–52.52</td>
<td>0–45</td>
<td>0–100</td>
</tr>
<tr>
<td>Planform curvature</td>
<td>−0.65 to 0.72</td>
<td>−0.4 to 0.4</td>
<td>−40 to 40</td>
</tr>
<tr>
<td>TWI</td>
<td>−0.0203 to 0.0151</td>
<td>−0.014 to 0.014</td>
<td>−14 to 14</td>
</tr>
</tbody>
</table>

Fig. 5. Calculated FPI and NCE for the selected cluster.
\[ PE = \sum_{i=1}^{n} (|Z(X_i) - Z| + |Z'(X_i) - Z|)^2, \]

where \(Z(x_i)\) and \(Z'(x_i)\) are the measured and predicted value, \(z\) is the mean of measured value \(Z(x_i)\), and \(n\) is the number of measured sample points.

3. Case study of digital soil mapping

3.1. Study area, samples and environmental covariates

We applied the sampling strategy and assessed its effectiveness for digital soil mapping over a study area located in Fuyang city in north-west Zhejiang Province, China (Fig. 2), covering a total area of 299.14 km². The area is under the northern subtropical monsoon climate, with mean annual rainfall of 1410 mm. Vegetation in this area includes a mixture of evergreen and deciduous broadleaf trees. The main soil types are Haplic Acrisols. The topography is characterized by a mountainous landscape with an elevation ranging from 30 to 700 m. The main land-use type is forest.

The data were obtained from a soil fertility survey of the agricultural bureau of Fuyang city. A total of 50 soil samples were collected in 2007, and the content of soil organic matter was measured using the wet oxidation method of Walkley and Black (Nelson and Sommers, 1982). Twenty starting samples (existing samples) were selected randomly from the 50 original samples (Fig. 2), and additional samplings were collected to extend the coverage of the samples using the proposed sampling design. To validate the performance of the sampling design, the experiment was repeated five times, using a different set of starting samples each time by selecting randomly existing samples from the 50 original samples.

Elevation, slope gradient, planform curvature, profile curvature and topographic wetness index (TWI) were the selected environmental predictors (Table 1). Other environmental conditions that are usually considered as the covariates for soil, such as macroclimate, parent material
and vegetation condition, were not included because they are generally uniform over this small area.

Terrain is an important factor affecting the spatial variation of SOM. A digital elevation model (DEM) provided terrain information and was derived from the 30-m shuttle radar topographic mission (SRTM). Elevation, slope, profile curvature, plan curvature and topographic wetness index (TWI) were directly derived from the constructed DEM. TWI was calculated according to the following equation (Beven and Kirkby, 1979; Quinn et al., 1995): \( w = \ln \left( \frac{a}{\tan(\beta)} \right) \), where \( a \) is the cumulative upslope area draining through a point (per unit contour length) and \( \beta \) is the slope gradient at the point. The multiple flow direction strategy, MFD-md, was used to calculate the upslope drainage area \( a \) (Qin et al., 2007, 2011; Zhu et al., 2010). The spatial distribution maps of the five environmental variables can be seen in Fig. 3.

3.2. Generation of additional sample sets

3.2.1. Additional samples based on uncertainty from the feature domain

The measurement of environmental similarity for each of the five covariates was first calculated, and the integrated environmental similarities based on individual covariates were then calculated (Zhu et al., 2015). The distribution map of SOM and the prediction uncertainty with an uncertainty threshold equal to 0.3 were then produced (Fig. 4). The uncertainty throughout the study was relatively high. The

Fig. 9. Maps of SOM from ordinary kriging: estimates (left) and uncertainty (right).

Fig. 10. Spatial distribution of combined additional sampling scheme by abstracting half of the points generated based on uncertainty from both the feature domain and the spatial domain (the labeled number indicates the sampling priority, with 1 highest and 20 lowest).
highest uncertainty was in regions with higher elevation and boundary regions, where very sparse existing samples were distributed. Uncertainty was the lowest in the middle valley and plain, where there were many existing soil samples.

To standardize the data for fuzzy classification, elevation, slope and TWI were stretched to 0–100. The planform curvature and profile curvature were stretched to −40 to 40 and −14 to 14, respectively, keeping the 0 value (linear along the plane of curvature) unchanged (Table 2). The details of the preprocessing method have been provided in studies by Zhu et al. (2010). Table 2 lists the ranges of standardization.

The fuzzy exponent, a weighting exponent for fuzziness in the FCM algorithm, is 2.0 in this case study, as recommended in a previous study (Zhu et al., 2010). It was iterated through 2–8 clusters, and the results from the two indices of NCE and FPI were graphed in Fig. 5. The minimum FPI and NCE were obtained with three clusters, so three clusters is the optimal cluster number for the region with uncertainty value >0.3.

By using FCM, the fuzzy membership maps of the environmental cluster classes for each iteration are generated based on the method developed by Zhang et al. (2016). The first candidate sampling point should be designed in the cluster class with the largest area, within which the probability density distribution of uncertainty is calculated using KDE. The obtained curve of the probability distribution function is shown in Fig. 6.

As Fig. 6 shows, the pixels in the range 0.3–0.325 of peak density in the curve are most frequent and are considered the best candidate sampling locations (Zhang et al., 2016). The first sampling point is selected from these candidate locations based on accessibility and is then added to the existing samples to generate the next uncertainty distribution map. The steps above were repeated to design the second new sampling point. In this manner, the first additional sampling point has the highest representative level. With the generation of other additional sampling points, their representativeness level is gradually reduced. The later a sampling point is generated, the lower its representativeness level.

In total, 20 additional sampling points were generated, and their spatial distribution is shown in Fig. 7. The results show that the additional sampled observations were mostly located where the existing

---

**Fig. 11.** Prediction uncertainty maps based on 124 existing samples plus 20 combined samples: using iPSM method with the uncertainty threshold equal to 0.3 (left) and using ordinary kriging (right).

**Fig. 12.** Change of root-mean-square error (RMSE) when additional samples were added one-by-one to existing samples.
sampling density was low and were distributed in the mountainous region. The sampling in this region may be representative, and the prediction uncertainty may be significantly reduced.

3.2.2. Additional samples based on uncertainty from the spatial domain

Distributions of SOM using the Kolmogorov–Smirnov statistic were found to be normal. Because the outliers have significant impact on the kriging variance, the largest SOM values were removed from the samples. An experimental variogram was computed for SOM. To explore the data for any anisotropy, experimental variograms were computed in four directions on the raw data for SOM. With four directions, angular discretization was set to 22.5°; there was no sign of any anisotropy, and the variation was treated as isotropic. The results of the structural analysis of SOM are given in Fig. 8. The spatial dependence of SOM in this area clearly illustrated isotropic behavior. SOM exhibited strong spatial dependence, with a 12.1% ratio of nugget variance to sill variance (<25% means strong spatial dependence; Chien et al., 1997).

The model for SOM was used for ordinary kriging; the smoothed contour map and prediction standard error map (uncertainty map) are presented in Fig. 9. There is considerable variation in SOM in this field; high SOM is distributed in the west section and low SOM in the southeastern portion of the study area. The kriging prediction uncertainty map (Fig. 9, right) shows that the smallest uncertainty is in the middle valley and plain and the largest ones are near the field boundary.

The additional sampling scheme was calculated for SOM, and SSA was used to supplement the existing samples for the minimal mean kriging variance. To avoid degenerate solutions in which pairs of points become vanishingly close, a minimum distance of 1 unit between any two points was enforced. The initial value of the temperature variable $k$ was adjusted by trial and error so that approximately 95% of the initial perturbations of the system were accepted before the first cooling step. The factor $a$ was set so that this acceptance rate would be reduced to somewhat below 0.1% at the final cooling step. In order to compare the performance with that of additional samples obtained from the feature domain, 20 additional samples were randomly drawn for the optimization. Each point was labeled and perturbed at random but subject to the constraint that it remain within the defined region and not approach any other point by an amount less than the specified threshold.

The SSA procedure was repeated five times to ensure that convergence to a global minimum had occurred.

Fig. 7 shows the distribution of the optimized scheme of 20 additional sampling points. Several of these points are very close to the boundaries of the area. In contrast to the schemes for existing observations, the sampling points are dispersed evenly over the region. With the 20 additional points, the mean kriging variance could be reduced from 1.0212 to 0.8868 [unit]² using the criterion of minimization of mean kriging variance. Using SSA for minimization of the kriging variance will result in sampling schemes that explicitly take into account the nature of spatial dependence.

3.2.3. Final set of sample locations combining the above two sample sets

For the 20 samples generated based on the uncertainty from the feature domain, which were ranked according to their reduction in uncertainty, we extracted the first 10 additional samples. For the 20 samples generated based on the uncertainty from the spatial domain, we ranked them according to decreasing mean kriging variance, then extracted the first 10 additional samples. Finally, we combined the two sets of 10 additional samples, alternating between locations based on uncertainty in the feature domain and locations based on uncertainty in the spatial domain, to generate the final ranked list, which also includes 20 samples. Fig. 10 illustrates the spatial distribution map of this final ranked list.

4. Assessment of the efficiency of additional soil sampling

Two sets of samples were collected at the centers of the pixels through the two additional sampling strategies: 20 samples were generated based on uncertainty from the feature domain and 20 samples were generated based on uncertainty from the spatial domain. The first 10 points from each of the two lists were selected and merged in order to generate the third set of 20 samples. The three sets of 20 samples were added to the existing samples to form the pooled samples for further digital soil mapping.

Fig. 13. Change of agreement coefficient (AC) when additional samples were added one-by-one to existing samples.

Fig. 14. Box plot of the average of RMSE (left) and AC (right) between measured and kriging predicted SOM with the experiment repeated 5 times.
To validate the effectiveness of the proposed additional sampling strategy, 42 samples were collected regularly across the study area (Figs. 7 and 10) for validation. Two soil mapping methods, iPSM and ordinary kriging, were used to produce the prediction uncertainty maps of SOM (Fig. 11).

The prediction uncertainty maps of SOM are clearly different from Fig. 4 (right) and Fig. 9 (right). With the addition of the 20 combined samples, the prediction uncertainty declined significantly. For the iPSM method, the largest uncertainty value decreased from 0.52 to 0.46. For the ordinary kriging method, the mean kriging variance decreased from 1.0212 to 0.8868 [unit²]. The results suggest that the additional sampling approach could improve the reliability of SOM estimates.

Validation using the average of RMSE and AC between measured and Kriging predicted SOM showed that when the additional samples were added one-by-one to the existing samples, the RMSE of the ranked list based on uncertainty from the feature domain decreased from 1.364 to 1.204, and the AC increased from 0.386 to 0.534. The RMSE of the ranked list from the spatial domain decreased from 1.318 to 1.061, and the AC increased from 0.464 to 0.599. The RMSE of the final ranked list based on two uncertainties from both the feature and spatial domain decreased from 1.126 to 0.829, and the AC increased from 0.634 to 0.737 (Figs. 12 and 13). Compared with the additional sampling scheme based on uncertainty from either the feature domain or from the spatial domain alone, the RMSE of the combined additional sampling scheme was the smallest, and the AC was the largest. It can thus be confirmed that when the number of supplemental samples is the same, the proposed combined method of sampling based on uncertainty from both the feature and spatial domain can improve the accuracy of digital mapping of SOM more. In addition, considering that the study was done with the small samples, future research will be carried out in the data-rich area, using rigorous DSM processes to find what improvement to the uncertainty could be achieved and how additional samples would reduce the overall uncertainty, and if the sample size is sufficient to fully test the approach and draw these conclusions when the more rigorous testing would be applied.

To validate the performance of the sampling design, the experiment was repeated five times, each time with a different set of starting samples (existing samples) by selecting randomly existing samples from the 50 original samples. Ordinary kriging was used as the digital soil mapping method, and the average RMSE and AC were calculated to compare the performances of soil sampling based on the average of all additional samples sets taken from the 50 original samples. The average of RMSE and AC (Fig. 14) revealed that the average value of RMSE was the lowest and AC was the highest for the combined additional sampling scheme, i.e., the additional sampling scheme based on uncertainties from both feature and spatial domains.

The results indicated that when more samples were added, prediction uncertainty was reduced and prediction accuracy improved. The combined additional sampling scheme performed better than based on uncertainty from either the feature domain or the spatial domain alone. For the three ranked lists, the samples added first had better representativeness, or higher priority, which can reduce the prediction uncertainty more rapidly than the ones added later. The case study shows that the proposed method is an effective way to design additional samples based on uncertainty from both the feature and spatial domains and integrate them with existing soil samples.

5. Discussion

Existing samples should be taken full advantage of in the process of designing additional samples because they contain underlying knowledge of local soil-environment relations. However, commonly used sampling methods, including classical sampling methods (such as simple random sampling, systematic sampling and stratified sampling) and sampling based on geostatistics are difficult to integrate with existing samples.

In this paper, we present an effective sampling method to design additional samples based on uncertainty from both the feature and spatial domains. The target of the proposed sampling design is to reduce the prediction uncertainty and improve the practical usage of the digital soil maps. The uncertainty was obtained from two methods: the uncertainty distribution map from the feature domain as defined using the iPSM method and the uncertainty distribution map from the spatial domain, obtained using ordinary kriging.

The degree of success of the iPSM method depends on how the selected environmental covariates can depict the spatial variation patterns of the target soil properties. In this study, environmental covariates, mainly topographical factors, are used. Climate condition, parent material and vegetation are not involved because they are generally similar over such a small study area. In addition, the determination of an uncertainty threshold is user defined, which controls the areas that can be predicted with existing soil samples. A small value for the uncertainty threshold leads to a strict criterion to determine whether an unvisited location can be represented and thus can be predicted from existing soil sample points. A large value leads to a poor criterion; more areas can be represented and thus predicted by the existing soil samples (Zhu et al., 2015). The uncertainty threshold here was set to 0.3. It can be further lowered to predict only unvisited locations with very similar environmental conditions. Future studies should examine the impact of different uncertainty thresholds on designing additional sample points. This sampling scheme is stepwise; the most highly representative sample is collected first and then is added into the existing samples to generate the uncertainty maps to help design the new sampling point; that is, every new sample is determined based on the uncertainty map generated from the last iterative process.

For the kriging method, the optimization criterion of minimization of the mean ordinary kriging variance was used. There are some other optimization criteria dealing with optimizing the quality of the kriging interpolator, like minimizing the maximum ordinary kriging variance (Van Groenigen, 2000), minimizing the variance of universal kriging (Brus and Heuvelink, 2007) and minimizing the co-kriging variance when a model of co-regionalization can be defined (McBratney and Webster, 1983). Future work should compare optimized sampling schemes using different optimization criteria.

6. Conclusions

This article presented a new sampling scheme focusing on the design of additional soil samples based on uncertainty from both the feature domain and the spatial domain by taking existing samples into account. Individual predictive soil mapping (iPSM) was introduced to produce the prediction uncertainty map of SOM. Based on this, additional sample points in the feature space were designed. Kriging of geostatistics was used to produce the prediction uncertainty map of SOM. SSA was then used to design the additional sample points in the spatial domain. The final set of additional samples was then obtained by combining the first half of the ranked samples from the two methods above. The performance of three different additional sampling schemes—additional sampling based on uncertainty from the feature domain, from the spatial domain and from a combination of both feature and spatial domains—was compared by adding the three groups of additional samples respectively to the existing samples for digital soil mapping of SOM. Assessment of the efficiency of additional soil sampling showed that the mapping accuracy increased and prediction uncertainty decreased with the addition of more samples. The samples added first have better representativeness and higher priority, which can reduce the prediction uncertainty more rapidly than the ones added later. The performance of the combined additional sampling scheme was better than that based on uncertainty from either only the feature domain or the spatial domain. The results indicate that the...
prediction uncertainty from both the feature domain and from the spatial domain can be used to guide the efficient design of additional sampling more effectively to improve the accuracy of the predicted soil map.
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